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Collibra Data Lineage
Collibra Data Lineage is a product that allows you to trace how data flows from source to
destination. It consists of two components to accommodate two different personas:

l A technical lineage for Data Engineers, Data Architects and similar personas.
l A diagram with Business Summary Lineage for Business Analysts and other busi-
ness users.

Technical lineage is a detailed lineage graph that shows where data objects are used and
how they are transformed. A diagram with the Business Summary Lineage shows the
relations between Data Assets in Data Catalog after stitching. Both map the flow of data,
but a technical lineage provides a detailed overview of the data flow, while a diagram with
Business Summary Lineage only provides a summary of it.

Note Collibra Data Lineage is only a cloud-only feature.

Technical lineage
Technical lineage is a detailed lineage graph that shows how data transforms and flows
from source to destination across its entire lifecycle. It enables you to easily discover
where tables and columns are used and how they relate to each other.

During the technical lineage process, relations of the type "Data Element targets / sources
Data Element" are automatically created:

l Between data objects in your data source and assets from registered data sources.
l Between ingested assets from BI sources and Data Catalog assets from registered
data sources.

For complete information on technical lineage, see the Collibra Data Intelligence Cloud
User Guide.
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About technical lineage
Technical lineage is a detailed lineage graph that shows how data transforms and flows
from source to destination across its entire lifecycle. It enables you to easily discover
where tables and columns are used and how they relate to each other. You use it to
visualize dependencies between Table assets, Column assets, Power BI Column assets,
Looker Look assets and other data objects.

During the technical lineage process, relations of the type "Data Element targets / sources
Data Element" are automatically created:

l Between data objects in your data source and assets from registered data sources.
l Between ingested assets from BI sources and Data Catalog assets from registered
data sources.

Tip For detailed information on how a technical lineage is created, including how
the lineage harvester interacts with your data sources and the Collibra Data Lineage
servers, and the interaction between the servers and Data Catalog, see the Typical
workflow section, in About the lineage harvester.

Steps to create a technical lineage
The following table shows which steps you have to take to create a technical lineage and
which prerequisites you need to execute each step.
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Step What? Description Prerequisites

1 Prepare Data
Catalog
physical data
layer

Before you create a technical
lineage, you prepare Data
Catalog's physical data layer.
This is necessary to
automatically stitch assets in
Data Catalog and the data
elements in the data source for
which you want to create a
technical lineage.

By preparing Data Catalog's
physical data layer, you create
assets of the following types:

l System
l Database
l Schema
l Table

Note If you don't prepare
the Data Catalog physical
data layer, you can still
create a technical lineage.
However, stitching will not
be performed.

l You have a global role
with the Catalog global
permission, for
example Catalog
Author.

l You have a resource
role with the following
resource permissions:
o Asset: Add
o Attribute: Add
o Domain: Add
o Attachment: Add

Chapter 1
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Step What? Description Prerequisites

2 Set up the lin-
eage harvester

You use the lineage harvester to
collect source code from your
data sources and create new
relations between data elements
from your data source and
existing assets into Data
Catalog.

You can download the lineage
harvester from the Collibra
Community Downloads page.

l Java Runtime Envir-
onment version 11 or
newer or OpenJDK 11
or newer.

l You have purchased
Collibra Data Lineage.

l You have Collibra Data
Intelligence Cloud
5.7.3 or newer.

l Your environment
meets the hardware
requirements to install
and use the lineage har-
vester.

l You have added Fire-
wall rules so that the lin-
eage harvester can
connect to:
o All Collibra Data
Lineage servers
within your geo-
graphical location:
o 15.222.200.199
(techlin-aws-ca)

o 18.198.89.106
(techlin-aws-eu)

o 54.242.194.190
(techlin-aws-us)

o 51.105.241.132
(techlin-azure-eu)

o 20.102.44.39
(techlin-azure-us)

o 35.197.182.41
(techlin-gcp-au)
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Step What? Description Prerequisites

o 34.152.20.240
(techlin-gcp-ca)

o 35.205.146.124
(techlin-gcp-eu)

o 34.87.122.60
(techlin-gcp-sg)

o 35.234.130.150
(techlin-gcp-uk)

o 34.73.33.120
(techlin-gcp-us)

o The host names of
all databases in the
lineage harvester
configuration file.

Chapter 1
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Step What? Description Prerequisites

3 Prepare the
configuration
file

You create a configuration file to
determine for which data
sources you want to create a
technical lineage. The
configuration file is used by the
lineage harvester to extract
information from data sources for
which you want to create a
technical lineage.

Tip You can use the
configuration file
generator to create an
example configuration file
with the properties of your
choosing. You can easily
copy this example to your
configuration file and
replace the values of the
properties to match your
data source information.

When you have created a
configuration file, you can use
specific commands to perform
different actions on the data
sources that are defined in your
configuration file.

For example, you use the full-
sync command to upload the
source code from the data
sources in the configuration file
to the Collibra Data Intelligence
Cloud, where they are analyzed

l You have a global role
that has the Manage all
resources global per-
mission.

l You have a global role
with the Catalog global
permission, for
example Catalog
Author.

l You have the Technical
lineage global per-
mission.

l The lineage harvester
is able to access all
data sources in the con-
figuration file.

l You have the neces-
sary permissions to all
database objects that
the lineage harvester
accesses.
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Step What? Description Prerequisites

and processed and where the
technical lineage is created.

Tip
l If you want to use
SQL files from a
previously loaded data
source, you have to
download the SQL files
of a data source to the
lineage harvester.

l If you want to use a
data source in an
external directory, for
example Informatica
PowerCenter,
SQL Server Integration
Services or IBM
InfoSphere DataStage,
you have to prepare the
external directory
folder.

l If you want to use a
JSON file to create a
custom technical
lineage, you have to
prepare the JSON file.

Chapter 1
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Step What? Description Prerequisites

4 View the tech-
nical lineage.

After you created the technical
lineage, you can go to a Power
BI Column, Looker Look,
Column or Table asset page and
click the Technical lineage tab to
view the technical lineage.

You can use the Browse tab
pane to search for different data
objects and trace their
dependencies or use the
Settings tab pane to edit or
export the technical lineage and
see the logs created by the
lineage harvester.

l You have a global role
with the Catalog global
permission, for
example Catalog
Author.

l You have a global role
with the Technical lin-
eage global
permission.

Tip For complete information on ingesting metadata from the following BI tools and
creating a technical lineage, see the dedicated sections:

l Tableau:
o Via the Data Catalog user interface.
o Via the lineage harvester.

l Power BI
l Power BI (NEW)
l Looker
l MicroStrategy
l SQL Server Reporting Services and Power BI Report Server

Data objects
You can see two types of data objects in your technical lineage:

l Data objects from your data source that are stitched to assets in Data Catalog and
for which you created the technical lineage. These assets have a yellow background.
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Example

l Other objects, for example temporary tables and columns, that the lineage harvester
collects from your data sources, but are not stitched to assets in Data Catalog. These
objects have a gray background.

Example

Warning We do not support stitching for Looker or MicroStrategy assets. We do
support stitching for Power BI assets, but the stitched assets still have a gray
background. This is a known issue.

Naming convention
When you create a technical lineage, Data Catalog follows a strict naming convention for
the full names of assets. Each asset has a display name and full name. You can freely edit
the display name. However, you should never edit the full name, because Data Catalog
needs it to refresh data sources for which you created the technical lineage and to refresh
the technical lineage itself.

When you prepare the Data Catalog physical data layer and the configuration file, you
should always use the full name as the name of the corresponding data object in your data
source for the following assets:

l System
l Database

Chapter 1
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l Schema

Note If you want to create a technical lineage for a Google BigQuery database, the
project name in the configuration file must be the same as the full name of the
Database asset.

Warning Editing the full name of the Schema, Database and System assets may
lead to errors during the technical lineage creation process.

Transformation logic
Transformation logic is used to transform source code in a technical lineage diagram that
can be visualized in Data Catalog. Collibra Data Lineage supports the most commonly
used transformations.

Collibra Data Lineage enables you to trace how your data flows between multiple data
sources and, at the same time, see the source code of each part of your technical lineage.
By following the transformations in your technical lineage, you can easily find a specific
source code fragment.

Tables and columns in a technical lineage can have incoming and outgoing
transformations. When you right-click on a table or column and click either
Transformations (IN) or Transformations (OUT), the source code pane shows the
following:

l The name of the source code fragment. On the Sources tab page, you can see the
analysis log files of this source code fragment.

l If a table or column has more than one transformation, there are tabs for each source
code fragment.

l The source code of the fragment. The source code that is relevant for the selected
column or table is highlighted.
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Example You want to see the outgoing transformations of column A to columns B
and C. When you right-click column A and then click Transformations (OUT), you
see that there are two tabs containing source code. The first tab shows the outgoing
source code from column A to column B. The second tab shows the source code
from column A to column C.

Automatic stitching for technical lineage
Stitching is a process that creates relations between assets and data objects representing
the same data source. More specifically, stitching creates relations between:

l the assets that were created when you prepared Data Catalog's physical data layer
for a data source; and

l the data objects in the same data source for which you created a technical lineage
and that represent the assets in Data Catalog.

When the data sources are scanned, the Collibra Data Lineage server automatically
creates and pushes new relations of the type "Data Element targets / sources Data
Element":

l Between data objects in your data source and assets from registered data sources.
l Between ingested assets from BI sources and Data Catalog assets from registered
data sources.

Chapter 1
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Example To clarify, in the case of Tableau integration, the Tableau Data Attribute is
the target of the Column and the Column is the source of the Tableau Data Attribute.

Note If you don't prepare the Data Catalog physical data layer, Data Catalog
creates a technical lineage without stitching. As a result, when you click the
Technical lineage tab on any Column, Table, Tableau Data Attribute, Power
BI Column or SSRS Column asset page, you get the message The current asset
doesn't have a technical lineage yet. However, you can use the Browse tab pane
to view the technical lineage of data objects in data sources for which you created
the technical lineage.

Stitching issues

To stitch assets in Data Catalog to data objects collected by the lineage harvester, the
Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full
path of data objects in your data source. Stitching is based on the full path of objects with
the following structure: (system) > database > schema > table > column. If the full paths
match, the Collibra Data Lineage automatically stitches the data objects to the existing
assets in Data Catalog. To indicate this, the assets have a yellow background in the
technical lineage graph.

Tip Ingesting metadata via Edge and creating a technical lineage via the
lineage harvester?
As detailed above, stitching is based on the full path of objects with the following
structure: (system) > database > schema > table > column. Toward this end, our
API returns the system name for the full name of the database. If you register a data
source via Edge, however, the connection name is shown in the full name of the
database, not the system name. Don't worry, this does not break the stitching. The
system asset that you create when you prepare the Data Catalog physical data
layer is still successfully stitched, based on the system name.

If the full path of an asset in Data Catalog does not match the full path of a data object in
your data source, Collibra Data Lineage cannot stitch them. To indicate this, the data
objects have a gray background in your technical lineage graph. To fix stitching issues,
you must check the full path of the assets in Data Catalog and make sure they match the
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full path of the data objects that are shown in the technical lineage graph. If you change the
full path, make sure to run the lineage harvester again.

Warning We do not support stitching for Looker or MicroStrategy assets. We do
support stitching for Power BI assets, but the stitched assets still have a gray
background. This is a known issue.

Tip You can use the Stitching tab page to easily find the full path of assets in Data
Catalog and data objects that were collected by the lineage harvester. The Stitching
tab page also shows an overview of all assets and data objects that are stitched
successfully.

Lineage harvester versions
Collibra releases a new version of the lineage harvester every month as part of the Collibra
Data Intelligence Cloud release. Check the technical lineage change log for the most
important changes in each release.

Collibra Data Intelligence Cloud
version

Lineage harvester version

2022.07 2022.07

2022.06 2022.06

2022.05 2022.05

Note Lineage harvester 2022.05 includes an
internal format change to the password
manager pwd.conf file. This means that if you
use Lineage harvester 2022.05, you can no
longer use the pwd.conf file with an older
lineage harvester version.

2022.04 2022.04

Chapter 1
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Collibra Data Intelligence Cloud
version

Lineage harvester version

2022.03 2022.03

2022.02 2022.02

2022.01 N/A

2021.11 1.4.4

2021.10 1.4.3

2021.09 1.4.2

2021.07 1.4.1

2021.06 1.4.0

Important
l We highly recommend that you download and use the newest lineage
harvester from the Collibra downloads page, even if you have an older version
of Collibra Data Intelligence Cloud.

l Older lineage harvester versions are not supported.

Collibra Data Lineage servers
Collibra Data Lineage servers process and analyze the harvested metadata from
supported (meta)data sources and upload it to Data Catalog. Collibra Data Lineage
servers never process or store actual data, only metadata.

When you run the lineage harvester, it firsts connects to any available Collibra Data
Lineage server to determine your cloud provider and geographic location of your Collibra
Data Intelligence Cloud environment. Then, the lineage harvester sends the harvested
metadata to the Collibra Data Lineage sever with the same cloud provider and geographic
location.
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Currently, your metadata can be processed on one of the following Collibra Data Lineage
servers:

Server IP address DNS name

techlin-aws-ca 15.222.200.199 techlin-aws-ca.collibra.com

techlin-aws-eu 18.198.89.106 techlin-aws-eu.collibra.com

techlin-aws-us 54.242.194.190 techlin-aws-us.collibra.com

techlin-azure-eu 51.105.241.132 techlin-azure-eu.collibra.com

techlin-azure-us 20.102.44.39 techlin-azure-us.collibra.com

techlin-gcp-au 35.197.182.41 techlin-gcp-au.collibra.com

techlin-gcp-ca 34.152.20.240 techlin-gcp-ca.collibra.com

techlin-gcp-eu 35.205.146.124 techlin-gcp-eu.collibra.com

techlin-gcp-sg 34.87.122.60 techlin-gcp-sg.collibra.com

techlin-gcp-uk 35.234.130.150 techlin-gcp-uk.collibra.com

techlin-gcp-us 34.73.33.120 techlin-gcp-us.collibra.com

Important You have to whitelist all Collibra Data Lineage servers in your
geographic location. For example, if your data is located in Europe, you have to
whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-
gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-
us Collibra Data Lineage server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Chapter 1
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Supported data sources for technical lineage
Collibra Data Intelligence Cloud supports many data sources and metadata sources,
including JDBC data sources, ETL tools and BI tools, for which you can create a technical
lineage. You use these data sources when you prepare the configuration file and Data
Catalog's physical data layer.

Note Using an older version of a data source might not work as expected; however,
we don't expect problems if you use a newer version.

JDBC data sources
The following table shows the supported JDBC data sources and driver versions that have
been tested. You can connect to them via a JDBC driver or by creating a folder.

JDBC data source
type

Supported
versions

Connection
type

Scope

Amazon Redshift 1.2.34.1058
and newer

JDBC, Folder SQL based input without stored
procedures.

Azure SQL server Newest
version

JDBC, Folder SQL based input and stored
procedures.

Azure SQL Data
Warehouse

Newest
version

JDBC, Folder SQL based input and stored
procedures.

Azure Synapse
Analytics

Newest
version

JDBC, Folder SQL based input and stored
procedures.

Google BigQuery Newest
version

JDBC, Folder SQL based input without stored
procedures.

Greenplum 6.10 and
newer

JDBC, Folder SQL based input.
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JDBC data source
type

Supported
versions

Connection
type

Scope

HiveQL (SQL-like
statements)

2.3.5 and
newer

JDBC, Folder SQL based input and connection
via an AWS host.

IBM DB2 11.5 and
newer

JDBC, Folder SQL based input without stored
procedures.

Oracle 11g, 12c and
newer

JDBC, Folder SQL based input and stored
procedures.

PostgreSQL 9.4, 9.5 and
newer

JDBC, Folder SQL based input without stored
procedures.

Microsoft SQL
Server

2014, 2016
and newer

JDBC, Folder SQL based input and stored
procedures.

MySQL 5.7, 8 and
newer

JDBC, Folder SQL based input without stored
procedures.

Netezza 7.2.1.0 and
newer

JDBC, Folder SQL based input without stored
procedures.

SAP Hana 2.00.40 and
newer

JDBC, Folder SQL based input and SAP HANA
Information views, which includes
attributes, analytic views and
calculation views from database
table or view data sources.

Script-based calculation views
and stored procedures are out of
scope.

Snowflake Newest
version

JDBC, Folder SQL based input without stored
procedures.

Chapter 1
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JDBC data source
type

Supported
versions

Connection
type

Scope

Spark SQL 2.4.3 and
newer

JDBC, Folder SQL based input and connection
via an AWS host.

Sybase Adaptive
Server Enterprise

16.0 SP02
and newer

JDBC, Folder SQL based input without stored
procedures.

Teradata 15.0,
16.20.07.01
and newer

JDBC, Folder SQL based input, including
BTEQ scripts.

ETL tools
The following table shows the supported ETL tools and driver versions that have been
tested. You can connect to them via an API or by creating a folder.

ETL tool Supported
versions

Connection
type

Scope

AWS Glue script
annotations (beta)

N/A Folder Only script annotations including
transformation details.

IBM InfoSphere
DataStage

11.5 and
newer

Folder Commonly used DataStage ETL
components including SQL
overrides and transformation
details.

Collibra Data Lineage supports
IBM InfoSphere DataStage
transformation logic.

You have to prepare a folder with
all data objects that you want to
process.
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ETL tool Supported
versions

Connection
type

Scope

Informatica
Intelligent Cloud
Services,
specifically Cloud
Data Integration

Tip Data
Integration is
one of the
Informatica
Intelligent
Cloud
services.

Cloud,
newest only

API Commonly used transformations
in Informatica Intelligent Cloud
Services: Data Integration,
including SQL overrides.

Supported data sources are
locally stored flat files and
databases.

Informatica
PowerCenter

9.6 and
newer

Folder Commonly used transformations
in Informatica PowerCenter,
including SQL overrides.

You have to prepare a folder with
all data objects that you want to
process.

Matillion Newest
version

API SQL based input without stored
procedures.

The lineage harvester can only
access Redshift and Snowflake
projects.

Chapter 1
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ETL tool Supported
versions

Connection
type

Scope

SQL Server
Integration Services
(SSIS)

2012 and
newer

Package
format
version 6 or
newer.

Folder All commonly used
transformations in SSIS, data
flows and mappings, including
SQL overrides.

Important SQL statements
from Excel are not
supported.

You have to prepare a folder with
all data objects that you want to
process.

BI tools
The following table shows the supported BI tools.

BI tool Tested
versions

Connection type

Tableau Newest Tableau.

You have to prepare:

l lineage harvester configuration file for Tableau
ingestion.

l Optionally, a Tableau <source ID> configuration
file.

Power BI Newest Existing lineage.

You have to run the Power BI harvester and the
lineage harvester to ingest Power BI metadata.
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BI tool Tested
versions

Connection type

Power BI (NEW) Newest Power BI.

The new Power BI integration includes many
enhancements, including consolidated harvesters,
meaning you no longer need the Power BI
harvester. You only need to prepare:

l lineage harvester configuration file for Power BI
ingestion.

l Optionally, a Power BI <source ID> configuration
file.

Looker Newest Looker.

Collibra Data Lineage automatically creates a
technical lineage, but stitching is not available.

You have to prepare a lineage harvester
configuration file for Looker ingestion.

SQL Server
Reporting Services
or Power BI Report
Server

Newest SSRS-PBRS.

You have to prepare:

l A lineage harvester configuration file for SSRS-
PBRS ingestion.

l Optionally, an SSRS-PBRS <source ID> con-
figuration file.

Chapter 1
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BI tool Tested
versions

Connection type

MicroStrategy Newest MicroStrategy

Collibra Data Lineage automatically creates a
technical lineage, but stitching is not available and
the technical lineage does not show the relations to
columns.

You have to prepare a lineage harvester
configuration file for MicroStrategy ingestion.

You can access any local or remote PostgreSQL
database. The MicroStrategy Intelligence Server
has an embedded PostgreSQL repository, as its
default repository. For complete information on the
default, embedded repository, see the
MicroStrategy repository documentation.

Tip For complete information on ingesting metadata from the following BI tools and
creating a technical lineage, see the dedicated sections:

l Tableau:
o Via the Data Catalog user interface.
o Via the lineage harvester.

l Power BI
l Power BI (NEW)
l Looker
l MicroStrategy
l SQL Server Reporting Services and Power BI Report Server

Custom technical lineage
You can create a custom technical lineage to include metadata of unsupported data
sources. See Custom technical lineage.
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Authentication
Technical lineage supports the following means of authentication:

l For all data sources, except for external directories: username and password.
l Tableau: username and password or token-based authentication.
l Google BigQuery data sources: username and password or a service account key
file. For more information, see the Google BigQuery documentation.

l No other authentication methods are supported.

Lineage harvester integrations available in beta
Collibra Data Intelligence Cloud supports many data sources and metadata sources, such
as ETL tools or BI sources, for which you can create a technical lineage or which you can
ingest.

Before Collibra releases a new lineage harvester, we test the new lineage harvester
integrations extensively. However, we cannot foresee all possible use cases and
scenarios. To further improve the lineage harvester, you can now test new lineage
harvester integrations in beta. After a testing period, the new lineage harvester
integrations become available for all Collibra Data Lineage users

Note Documentation is only available when the lineage harvester integrations are
released. However, if you want to test new integrations, you can request testing
guidelines and provide feedback.

The following table shows which integrations the lineage harvester currently supports in
beta.
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Metadata
source

Available in
lineage
harvester
version

Limitations Beta pro-
cess
status

AWS Glue
(script
annotations)

1.4.0 and
newer

The lineage harvester can process
AWS Glue annotations in scripts coded
in Python and Scala.

Collibra Data Lineage does not stitch
the AWS Glue metadata to Amazon S3
assets created by synchronizing an S3
File system or by registering a data
source using the Collibra-provided
AWS Glue driver.

Open

Azure Data
Factory

2022.05.0-6
and newer

The result is a complete technical
lineage that includes many Azure Data
Factory transformations and some
datasets. Flowlets are not yet
supported.

Transformations containing column
patterns or rule-based mappings can
only be partially analyzed, as they
generate column names on the fly
during the actual dataflow run. If
technical lineage is detected from a
dynamically generated column, it is
given the placeholder Dynamic Column
in the technical lineage viewer.

Some reserved variables names, for
example {@context}, are not yet
supported.

Open
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Warning The lineage harvester beta integrations offer early access to new
integrations. However, we can only allow a limited number of customers to test the
integrations and give feedback. We will make the integrations available for all
customers after processing the feedback and improving the lineage harvester.

Testing an integration in beta

If you want to access the lineage harvester and the testing guidelines to test a lineage
harvester integration in beta, do the following:

1. Create a support ticket to get access to the Technical lineage section of the Collibra
Product Resources Downloads page and the testing guidelines for the lineage har-
vester integration.
» You now have access to the testing guidelines.
» You can now download and install the lineage harvester.

Tip If you purchased Collibra Data Lineage you already have access to the
newest harvester. However, you still have to create a support ticket to access
the testing guidelines.

2. Test the lineage harvester integration in beta.
3. Reach out to Collibra to provide feedback via your CSM or a support ticket.

Supported SQL syntax
The SQL syntax used in your data sources has an impact on the technical lineage.

Technical lineage supports SQL syntax that is relevant to process data for all supported
data sources. This includes:

l DML (Data Manipulation Language) statements that are used to move and transform
data. For example, INSERT, UPDATE and MERGE.

Note Technical lineage supports the extraction of DML statements from
supported procedures, but it does not support all SQL syntax.

Chapter 1

25

https://productresources.collibra.com/downloads/
https://productresources.collibra.com/downloads/


Chapter 1

l DDL (Data Definition Language) statements:
o that impact the technical lineage. For example, ALTER TABLE, which you use
to add or rename columns.

o that are used to transform data. For example, CREATE A TABLE AS SELECT.
l Relevant syntax constructs. For example, nested subselects, aliases, different join
methods, synonyms and cross-database references.

Example You want to create a technical lineage for a Teradata source that has the
following SQL syntax:

l ALTER TYPE
l ALTER PROCEDURE
l CREATE/REPLACE AUTHORIZATION
l MLOAD (MultiLoad)
l RECORD (FastLoad)
l BEGIN/END QUERY LOGGING
l Functions with schema, for example schema_name.function.name(args...)
l Functions with conversation, for example function_name(args...) RETURNS
VARCHAR(<number>) CHARACTER SET LATIN

l Macro argument attributes

Collibra Data Lineage will successfully parse this SQL syntax.

Not supported SQL syntax

Technical lineage does not support the following SQL syntax:

l DML statements that you use to access data in complex structures such as JSON
objects or structs.

l Triggers, foreign keys and indexes.
l Cursors, functions or dynamic queries.
l Streams queries.

Tip You can transform dynamic SQL statements into static ones. If the dynamic
SQL can be logged at the runtime of a table, the dynamic query is transformed into a
static query which can be extracted by the lineage harvester and processed without
limitations.
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Supported transformation details
Collibra Data Lineage supports the most commonly used transformations in the following
sources:

l Informatica PowerCenter
l Informatica Intelligent Cloud Services
l SQL Server Integration Services
l IBM DataStage (parallel job stages)

Note The transformation is shown if the column(expression) is using at least one
column from another connected transformation.

Informatica PowerCenter transformations

The following table shows a non-exhaustive list of supported and unsupported
transformations in Informatica PowerCenter.

Supported transformations Unsupported transformations

l Aggregator
l Expression
l Filter
l Joiner
l Lookup
l Mapplet
l Normalizer
l Rank
l Sorter
l Source
l SQL
l Stored Procedure
l Target
l Transaction Control

l Java
l Python
l XML
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Informatica Intelligent Cloud Services

Collibra Data Lineage supports the following non-exhaustive list of transformations in
Informatica Intelligent Cloud Services. Specifically, transformations in the Cloud Data
Integration service.

l Expression
l Filter
l Joiner
l Lookup
l Mapplet
l Sequence Generator
l Source
l Target
l Union

SQL Server Integration Services (SSIS)

Collibra Data Lineage supports the following non-exhaustive list of transformations in SQL
Server Integration Services:

l Aggregate
l Cache Transform
l Conditional Split
l Data Conversion
l Derived Column
l Fuzzy Grouping
l Lookup
l Merge Join
l Multicast
l OLE DB Command
l Row Count
l Script Component
l Slowly Changing Dimension
l Sort
l Union All
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Important
l Collibra Data Lineage supports SQL, but cannot parse other languages or
scripts, for example SHELL and BAT scripts.

l SQL statements from Excel are not supported.
l All SQL queries must be preceded by the keyword SELECT, or else they will
be skipped. Furthermore, if a comment precedes the keyword SELECT, the
query will be skipped.

IBM DataStage

Instead of transformations, IBM DataStage uses jobs with stages. IBM Datastage has
three job types: parallel jobs, sequence jobs and server jobs. Collibra Data Lineage only
supports the IBM DataStage stages of parallel jobs.

For a list of all job stages per job type in IBM DataStage, read the IBM documentation.

Prepare the Data Catalog physical data layer for
technical lineage
You prepare Data Catalog's physical data layer to enable Data Catalog to automatically
stitch the data objects in your technical lineage to the assets in Data Catalog.

Prerequisites
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have set up the JDBC driver of your source data, for example MySQL.
l You have configured one or more Jobservers in Collibra Console. If there is no avail-
able Jobserver, the Register data source actions will be grayed out in the global cre-
ate menu of Collibra Data Intelligence Cloud.

l You have a resource role with the following resource permissions on the Schema
community:

o Asset > add
o Attribute > add
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o Domain > add
o Attachment > add

l You have the permissions to retrieve the metadata of the following database com-
ponents through the JDBC Driver Database Metadata methods:

o Schemas
o Tables
o Columns

Steps

1. Create a System asset:

Tip The full name of your System asset must match the exact name of the
system of the data source that you register in the configuration file.

a. Open Catalog.
b. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
c. Click the Assets tab.

d. Click System.
» The Create Asset dialog box appears.

e. Enter the required information.

Field Description

Type The asset type of the asset that you are creating, in this case
System.

Domain The domain to which the new asset will belong. You can only
create a System asset in any domain of a domain type that is
assigned to a System asset type.
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Field Description

Name The name of the System asset. This has to match the exact
name of the system that you register in the configuration file
as collibraSystemName .

Tip
You can create multiple assets in one go.
To do this, press Enter after typing a value and then
type the next. Depending on the settings, asset names
may have to be unique in their domain. If you type a
name that already exists, it will appear in strike-
through style.

f. Click Create.
» A message at the top-right of your screen confirms that one or more assets
are created.

2. Register a database as data source. You can register a database or an
SQL directory as data source.
» After registration, the assets of the following asset types are created in Data Cata-
log:

o Schema
o Table
o Column

Tip The full name of your Schema asset must match the exact name of the
schema in the data source that you register in the configuration file.

3. Create a Database asset:

Tip The full name of your Database asset must match the exact name of the
database or project, in case of Google BigQuery, that you register in the
configuration file.

a. Open Catalog.
b. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
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c. Click the Assets tab.

d. Click Database.
» The Create Asset dialog box appears.

e. Enter the required information.

Field Description

Type The asset type of the asset that you are creating, in this case
Database.

Domain The domain to which the new asset will belong. You can only
create a Database asset in any domain of a domain type that
is assigned to a Database asset type.

Name The name of the Database asset. This has to match the
exact name of the database that you register in the
configuration file.

Tip
You can create multiple assets in one go.
To do this, press Enter after typing a value and then
type the next. Depending on the settings, asset names
may have to be unique in their domain. If you type a
name that already exists, it will appear in strike-
through style.

f. Click Create.
» A message at the top-right of your screen confirms that one or more assets
are created.

4. Create a relation between the System asset and the Database asset using the "Tech-
nology Asset groups / is grouped by Technology Asset" relation type.
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a. In the tab pane, click Add Characteristic.
» The Add a characteristic dialog box appears.

b. Click Relations.
c. Search for and click groups Technology asset.

» The Add groups Technology asset dialog box appears.
d. Enter the required information.

Option Description

Assets The name of the database.

Filter
suggested
assets by
organization

Option to filter the suggestions based on selected
communities and domains.

If this option is selected, the organization tree appears. You
can then filter and select domains and communities.

Start date Optionally enter the date on which the relation between the
assets becomes applicable. Leave this field empty to create
a permanent relation.

End date Optionally enter the date on which the relation between the
assets is no longer applicable. Leave this field empty to cre-
ate a permanent relation.

e. Click Save.
5. Create a relation between the Database asset and the Schema asset using the

"Technology Asset has / belongs to Schema" relation type.
a. In the tab pane, click Add Characteristic.

» The Add a characteristic dialog box appears.
b. Click Relations.
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c. Search for and click has schema.
» The Add has schema dialog box appears.

d. Enter the required information.

Option Description

Assets The name of the schema.

Filter
suggested
assets by
organization

Option to filter the suggestions based on selected
communities and domains.

If this option is selected, the organization tree appears. You
can then filter and select domains and communities.

Start date Optionally enter the date on which the relation between the
assets becomes applicable. Leave this field empty to create
a permanent relation.

End date Optionally enter the date on which the relation between the
assets is no longer applicable. Leave this field empty to cre-
ate a permanent relation.

e. Click Save.

What's next?
If you haven't created a configuration file yet, you are now required to create it.

If you created the configuration file and prepared the physical data layer, you can run the
lineage harvester to start the technical lineage process.

34



When the technical lineage process is finished and you have the required permissions,
you can go to the asset page of a Table or Column asset from the data source that you
added in the configuration file and visualize the technical lineage. At the same time, new
relations of the type "Data Element targets / sources Data Element" between assets in
Data Catalog are created.

The lineage harvester also uses scheduled jobs to automate the technical lineage
process.

Set up the lineage harvester
The lineage harvester is a software application that is needed to create a technical lineage
and import metadata into Data Catalog.

About the lineage harvester
You use the lineage harvester to collect source code from your data sources and create
new relations between data elements from your data source and existing assets into Data
Catalog.

The lineage harvester runs close to the data source and can harvest transformation logic
like SQL scripts and ETL scripts from a specific location, for example a database table or a
folder on a file system.

The lineage harvester connects to different Collibra Data Lineage servers based on your
geographical location and cloud provider. Make sure you have the correct system
requirements before you run the lineage harvester. If your location or cloud provider
changes, the lineage harvester rescans all your data sources.

Note Technical lineage is created by a cloud-based environment. You only connect
to the cloud via an API call that is triggered by the lineage harvester.

The lineage harvester configuration file

The lineage harvester uses a configuration file when it connects to Data Catalog via
Collibra REST API. The configuration file contains references to the data sources for
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which you want to create a technical lineage. You have to prepare the configuration file if
you want to create a technical lineage and add new relations of the type "Data Element
targets / sources Data Element" between existing assets in Data Catalog and "Column is
target of / is source of Data Attribute" between assets from ingested BI sources and assets
in Data Catalog.

Warning You can only use UTF-8 or ISO-8859-1 characters in all lineage harvester
files.

The lineage harvester scanners

The lineage harvester consists of many scanners that scan the data sources in your
configuration file and send their metadata to the Collibra Data Lineage server. Depending
on the type of data source that you want to scan, the lineage harvester uses a different
scanner. Each scanner requires different properties in the lineage harvester configuration
file to access your data source and scan the metadata.

Using the lineage harvester

You can use more than one lineage harvester connected to a single Collibra Data
Intelligence Cloud instance, if you want to separately process data sources on different
servers. In this case, all lineage harvesters must share the same configuration file, but you
can determine which data sources are relevant when you run the full-sync command.

Note You can use different command options and arguments that you can use to
perform various actions with the lineage harvester.

Permissions

You need a global role with the System Administration global permission, for example
Sysadmin. This role must have access to all assets in the data sources in the configuration
file and be able to create new relations between these assets.
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Typical workflow

You use the lineage harvester to run the full-sync command. That triggers the following
actions:

1. The lineage harvester:
o Scans the data sources that are defined in the configuration file.
o Uploads the data source information to the Collibra Data Lineage server.

2. The Lineage processor and repository on the Collibra Data Lineage server:
o Analyzes the data sources.
o Creates and stores the technical lineage.
o Uploads the Column assets that exist in CollibraData Catalog.
o Filters the results to show only relations between columns that are in Data Cata-
log.

3. Data Catalog:
o Connects to the Collibra Data Lineage server to display the technical lineage.
o Imports new relations of the type "Data Element sources / targets Data Ele-
ment between existing data objects and assets of registered data sources to
Data Catalog.

o Imports new relations of the type "Column is target of / is source of Data Attrib-
ute" between BI assets and existing assets of registered data sources to Data
Catalog.
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Note The lineage harvester can only create Power BI and Looker assets if you
included a reference to Power BI and Looker in the configuration file. No other
assets are created during the process. Only new relations between existing or newly
created Power BI and Looker assets in Data Catalog are created.

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements

You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Note To ingest Snowflake data sources, the minimum requirement is Java Runtime
Environment version 16 or newer, or OpenJDK 16 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Note To ingest Snowflake data sources, we recommend Java Runtime
Environment version 16 or newer, or OpenJDK 16 or newer.

Hardware requirements

You need to meet the hardware requirements to install and run the lineage harvester.
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Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements

You need the following minimum network requirements:

l Firewall rules so that the lineage harvester can connect to:
o The host names of all data sources in the lineage harvester configuration file.
o All Collibra Data Lineage servers in your geographic location:

n 15.222.200.199 (techlin-aws-ca)
n 18.198.89.106 (techlin-aws-eu)
n 54.242.194.190 (techlin-aws-us)
n 51.105.241.132 (techlin-azure-eu)
n 20.102.44.39 (techlin-azure-us)
n 35.197.182.41 (techlin-gcp-au)
n 34.152.20.240 (techlin-gcp-ca)
n 35.205.146.124 (techlin-gcp-eu)
n 34.87.122.60 (techlin-gcp-sg)
n 35.234.130.150 (techlin-gcp-uk)
n 34.73.33.120 (techlin-gcp-us)
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Note The lineage harvester connects to different servers based on your
geographic location and cloud provider. If your location or cloud provider
changes, the lineage harvester rescans all your data sources. You have
to whitelist all Collibra Data Lineage servers in your geographic location.
In addition, we highly recommend that you always whitelist the techlin-
aws-us server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Note The lineage harvester uses port 443.

Install the lineage harvester
Before you can use the lineage harvester, you need to download it and install it. You can
download the lineage harvester from the Collibra Community downloads page.

Tip Install your lineage harvester close to your data source or on the same server.

Tip If you only want to install the lineage harvester for:

l Power BI ingestion, click here.
l Looker ingestion, click here.

Warning If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an
upgrade procedure.

Prerequisites

l You have purchased Collibra Data Lineage.
l You have Collibra Data Intelligence Cloud 5.7.3 or newer.
l You meet the minimum system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
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l You have added Firewall rules so that the lineage harvester can connect to:
o All Collibra Data Lineage servers within your geographical location:

o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o The host names of all databases in the lineage harvester configuration file.

Steps

1. Download the lineage harvester.
2. Unzip the archive.

» You can now access the lineage harvester folder.

3. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester
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» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.

What's next?

You can now prepare the lineage harvester configuration file and run the lineage harvester
again.

Lineage harvesting app command options and arguments
After creating a configuration file, you can use the lineage harvester to perform specific
actions with the data sources that are defined in your configuration file.

Tip If you run the lineage harvester in command line, you will see an overview of
possible command options and arguments that you can use. If the lineage harvester
process fails, you can use the technical lineage troubleshooting guide to fix your
issue.

Typical command options and arguments

The following table shows the most commonly used command options and arguments.

Note You can use more than one lineage harvester connected to a single Collibra
Data Intelligence Cloud instance, if you want to separately process data sources on
different servers. In this case, all lineage harvesters must share the same
configuration file, but you can determine which data sources are relevant when you
run the full-sync command.
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Command Description

full-sync Uploads all of the metadata from the
data sources mentioned in your
configuration file to the Collibra Data
Lineage server, where the metadata is
then processed and uploaded to Data
Catalog.

-s "<ID of data source>" Uploads only the metadata from a
specified data source. For example,
full-sync -s

"myOracleDataSource". The
specified data source must be
mentioned in your configuration file.

This command allows you to process
data from a newly added data source or
to refresh a data source in the
configuration file, without refreshing the
other data sources. This reduces the
time you need to upload your data
sources, since you only upload specific
ones without affecting the others. If you
want to process multiple data sources,
add -s "ID of another data

source" per data source to the
command.

Note You can use this argument
multiple times to include multiple
data sources.
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Command Description

--no-matching Uploads a technical lineage without
stitching the data objects in your
technical lineage to the corresponding
Column and Table assets in Data
Catalog.

Note As a result, you won't see
the technical lineage of a specific
Table or Column asset, but you
can still see and browse the full
technical lineage.
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Command Description

sync Whereas full-sync ingests metadata
onto the Collibra Data Lineage server,
processes the metadata and syncs it
with assets in Data Catalog, the sync
command only performs this last part: it
syncs the metadata—as it exists on the
Collibra Data Lineage server—and your
assets in Data Catalog.

Tip See the following example
for advice on how to use the sync
command to add a new data
source without re-harvesting all
data sources.

Example
Let's say you've run bin/lineage-
harvester full-sync, to upload
from all data sources, process the
metadata and sync with Data Catalog.
You then decide that you want to add a
new data source, but not harvest all data
sources again.

1. Reference the new data source in the
lineage harvester configuration file.
Let's say that the new data source
has the ID "MyNewSource".

2. Run bin/lineage-harvester
load-sources -s MyNewSource,
to load the new data source and
create the ZIP file.

3. Run bin/lineage-harvester
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Command Description

analyze ${zip_file_from_

step_2}, to analyze the new data
source on the Collibra Data Lineage
server.

4. Run bin/lineage-harvester
sync, to sync all of the data sources
referenced in your configuration file
and Data Catalog.
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Command Description

-s "<ID of data source>" Syncs only the metadata on the Collibra
Data Lineage server, from a specified
data source. For example, sync -s

"myOracleDataSource". The
specified data source must be
mentioned in your configuration file.

This command allows you to sync data
from one data source without refreshing
the other data sources. You must have
previously uploaded the metadata to the
Collibra Data Lineage server.

Warning Only the sources you
specify are synced. This means
that any previously ingested
metadata from non-specified
sources, in Data Catalog, is
deleted, along with its existing
technical lineage. If this is not
your intention, consider using
full-sync -s. With full-sync
-s, all sources are synced,
regardless of which sources are
specified by the -s command.
Therefore, any previously
ingested metadata from non-
specified data sources remains,
as do the respective technical
lineages.

Note You can use this argument
multiple times to include multiple
data sources.
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Command Description

load-sources Downloads all your data sources in a
separate ZIP file, per data source, to the
lineage harvester output folder.

-s <ID of data source> Downloads only the data source with a
specific ID. For example, load-
sources -s

"myOracleDataSource".

Note You can use this argument
multiple times to include multiple
data sources.

cat passwords.json |

./bin/lineage-harvester <command-

like-full-sync> --passwords-stdin

Provides passwords of your Collibra
Data Intelligence Cloud instance and
the data sources in your configuration
file to the lineage harvester without
storing the passwords in the lineage
harvester folder.

You can replace cat passwords.json

by a string generated by your password
manager.

test-connection Checks the connectivity to the Collibra
Data Lineage server and to Data
Catalog. The logs will also show the IP
addresses of the Collibra Data Lineage
servers that you have to whitelist.

This command is mostly used for
troubleshooting purposes.
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Command Description

--help Shows an overview of all supported
command options and arguments that
you can use in the lineage harvester.

--version Shows the version of the lineage
harvester that you are using.

-Dlineage-har-

vester.log.dir=path/to/log/dir

Determine the path of the log file.

Technical lineage password manager integration design
When you run the lineage harvester, you can either:

l Enter the passwords in the console. The passwords are then encrypted and stored in
/config/pwd.conf.

Note Lineage harvester 2022.05 includes an internal format change to the
password manager pwd.conf file. This means that if you use Lineage
harvester 2022.05, you can no longer use the pwd.conf file with an older
lineage harvester version.

l Provide the passwords via command line, in a prescribed JSON structure via stdin.
This allows you to store the passwords locally in your password manager, instead of
in your lineage harvester folder.

This topic provides guidance on how to structure the JSON file and which commands to
use, to store the passwords locally in your password manager.

Structure of the JSON file

If you prepare a JSON file with your passwords, you have to name the file passwords.json.

The JSON file must have two sections:
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l The catalogs section defines the connection information and credentials to your
Collibra Data Intelligence Cloud instance.

l The sources section defines the connection information and credentials to your
data sources. You use the same "id" as the id property in the lineage harvester con-
figuration file.

The JSON file must have the following structure:

{
"catalogs": [
{
"url" : "<url-to-collibra-cloud>",
"username":"<username-to-sign-in-to-collibra>",
"password": "<password-to-sign-in-to-collibra>"

}
],
"sources": [
{
"id": "<id-of-your-database>",
"username": "<database-username>",
"password": "<database-password>"

}
]

}

Examples of commands

When you run the lineage harvester, you can use one of the following commands to
provide the passwords:

Passwords location Command

a locally stored
JSON file

cat passwords.json | ./bin/lineage-harvester

full-sync --passwords-stdin

a custom script, for
example from a pass-
word manager

<prepare-passwords-command> | ./bin/lineage-

harvester full-sync --passwords-stdin

Note Depending on your password manager, you
may need different parameters. For example, see the
LastPass documentation for the parameters needed
by LastPass.
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Connecting to a proxy server
Technical lineage does not support proxy server authentication, but you can connect to a
proxy server via the following commands.

OnWindows

1. Set the -D parameter to the JAVA_OPTS environment variable.

Example
set JAVA_OPTS=-Dhttps.proxyHost="azusquid.imf.org" -
Dhttps.proxyPort="8080"

2. Run the lineage harvester in the same command line window: .\bin\lineage-har-
vester.bat

On other operating systems

1. To access the hosts via a proxy server, run the following command: bin/lineage-
harvester -Dhttps.proxyHost=<Hostname or IP address of the

proxy> -Dhttps.proxyPort=<port number> full-sync

Example If you want to use a proxy with hostname proxy.example.com and
port number 443, run the following command:

bin/lineage-harvester -Dhttps.proxyHost=proxy.example.com
-Dhttps.proxyPort=443

2. To exclude hosts that should be accessed without going through the proxy server,
add the following parameter: -Dhttp.nonProxyHosts=<host to exclude>.
You can exclude multiple hosts by using the pipe character (|) to separate the
hostnames or IP addresses to exclude. You can also use an asterisk (*) as a
wildcard to match multiple hostnames or IP addresses.
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Example If you want to exclude hosts with hostname localhost and hosts with
IP address 127.0.0.1 and all IP addresses starting with 192.168*, run the
following command:

bin/lineage-harvester -Dhttps.proxyHost=proxy.example.com
-Dhttps.proxyPort=443 -
Dhttp.nonProxyHosts=localhost|127.0.0.1|192.168*

Important In your configuration file, the value of the source "url" or "hostname"
property (depending on the data source), and the value in your -
Dhttp.nonProxyHosts parameter, as described above, must both be either an IP
address or a host name. You will get an error if, for example, you have a host name
in the "hostname" property and an IP address in the -Dhttp.nonProxyHosts
parameter.

Prepare the lineage harvester configuration file
Before you can visualize the technical lineage or ingest a BI source, you have to create a
configuration file for the (meta)data sources that you want to process. This configuration
file is used by the lineage harvester to extract data from (meta)data sources for which you
want to create a technical lineage or you want to ingest.
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Note
l Technical lineage only supports a limited list of (meta)data sources.
l You can only use UTF-8 or ISO-8859-1 characters in all lineage harvester
files.

l Each data source has an ID property. The ID string must be unique and
human readable. The ID can be anything and is only used to identify the batch
of metadata that is processed on the Collibra Data Lineage server.

l The lineage harvester connects to different servers based on your
geographical location and cloud provider. Make sure you have the correct
system requirements before you run the lineage harvester. If your location or
cloud provider changes, the lineage harvester rescans all your data sources.

l Technical lineage supports the following means of authentication:
o For all data sources, except for external directories: username and
password.

o Tableau: username and password or token-based authentication.
o Google BigQuery data sources: username and password or a service
account key file. For more information, see the Google BigQuery
documentation.

o No other authentication methods are supported.
l The lineage harvester does not support proxy server authentication, but you
can manually connect to a proxy server via command line. For more
information, see Connecting to a proxy server.

l Comments in the lineage harvester configuration file are not supported.
l If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an
upgrade procedure.

Tip For complete information on ingesting metadata from the following BI tools and
creating a technical lineage, see the dedicated sections:

l Tableau:
o Via the Data Catalog user interface.
o Via the lineage harvester.

l Power BI
l Power BI (NEW)
l Looker
l MicroStrategy
l SQL Server Reporting Services and Power BI Report Server
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Prerequisites
l You have prepared the physical data layer in Data Catalog.
l You have a global role that has the System administration global permission.
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o All Collibra Data Lineage servers within your geographical location:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o The host names of all databases in the lineage harvester configuration file.
l If you want to use a previously loaded data source, you have downloaded the SQL
files of the data source to the lineage harvester.

l If you want to use an external directory, you have prepared a folder with data objects
from the external directory.

l You have the necessary permissions to all database objects that the lineage har-
vester accesses.

Note For a detailed overview of the permissions that you need to access the
data objects of your data sources, see the online version of this guide.
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Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Open the configuration file and enter the values for each property.

Tip You can use the configuration file generator to create an example
configuration file with the properties of your choosing. You can easily copy this
example to your configuration file and replace the values of the properties to
match your data source information.

Properties Description

general This section describes the connection between Collibra
lineage and Data Catalog.

catalog This section contains information that is necessary to
connect to Data Catalog.

Note Versions of the lineage harvester older than
1.1.2 show collibra instead of catalog.
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Properties Description

url The URL of your Collibra environment.

Note You can only enter the public URL of your
Collibra environment. Other URLs will not be
accepted.

username The username that you use to sign in to Collibra.

Chapter 1
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Properties Description

useCollibraSystem
Name

Indication whether you want to use the system or server
name of a data source to match to the System asset you
created when you prepared the physical data layer. This
is useful when you have multiple databases with the
same name.

By default, the useCollibraSystemName property is
set to false.

o If you keep the useCollibraSystemName property
set to false, the lineage harvester ignores the col-
libraSystemName property in the rest of the con-
figuration file.

o If you set the useCollibraSystemName property to
true, the lineage harvester reads the value in the col-
libraSystemName property in all sections of the con-
figuration file. It also reads the collibraSystemName
property in the following files:
n The Informatica <source ID> configuration file

Important You must prepare a <source ID>
configuration file regardless of whether the
useCollibraSystemName property in your
lineage harvester configuration files is set to
true or false.

n The IBM DataStage or SQL Server Integration Ser-
vices connection definition configuration files.

n The Informatica Intelligent Cloud Services <source
ID> configuration file.

Important You must prepare a <source ID>
configuration file regardless of whether the
useCollibraSystemName property in your
lineage harvester configuration files is set to
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Properties Description

true or false.

n The Power BI <source ID> configuration file.
n The JSON files with a predefined lineage.

Note For SQL data sources, if the
useCollibraSystemName property is:
o false, system or server names in table
references in analyzed SQL code are ignored.
This means that a table that exists in two
different systems or servers is identified (either
correctly or incorrectly) as a single data object,
with a single asset full name.

o true, system or server names in table
references are considered to be represented by
different System assets in Data Catalog. The
value of the collibraSystemName property is
used as the default system or server name.

By default, the useCollibraSystemName property is
set to false. This property is not valid for Looker
integration. We recommend that you leave this property
set to false.

Indicates whether or not you intend to use a Power BI
<source-ID> configuration file to specify the system or
server name of a data source to match to the System
asset in Data Catalog during automatic stitching. This is
useful when you have multiple databases with the same
name.

By default, the useCollibraSystemName property is
set to false.

If you set this property to true, you must prepare a
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Properties Description

Power BI <source ID> configuration file.

Indicates whether or not you intend to use a Tableau
<source ID> configuration file to specify the system or
server name of a data source, to match to the System
asset you created when you prepared the physical data
layer. This is useful when you have multiple databases
with the same name.

By default, the useCollibraSystemName property is
set to false.

If you set this property to true, you must prepare a
Tableau <source ID> configuration file.

Indicates whether or no you intend to use a SQL Server
Reporting Services and Power BI Report Server <source
ID> configuration file, to specify the system or server
name of a data source. This is useful when you have
multiple databases with the same name.

By default, the useCollibraSystemName property is
set to false.

If you set this property to true, you must prepare a
SQL Server Reporting Services and Power BI Report
Server <source ID> configuration file.
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Properties Description

useSharedDbNam
e

Optional property to enable the sharing of metadata
batches from multiple SQL data sources. Set this
property to true, to help avoid potential analysis errors
on the Collibra Data Lineage server.

To use this property, you need lineage harvester 2022.07
or newer.

If you set this property to true, you have to run the
lineage harvester twice. Read the following details about
the issue and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to harvest
metadata from two or more data sources, the metadata
from each source is processed independently. This
means that the metadata from one data source cannot
access the metadata of another.

Let’s say, for example, you specify the following two SQL
data sources in your lineage harvester configuration file:

o A database source that retrieves the database model.
o An SqlDirectory source with Data Manipulation Lan-
guage (DML) statements that reference data in the
database source.

Because these data sources are processed
independently, there is a good chance that the DML
statements will fail during analysis. Any wildcards in the
DML statements, for example, would fail because the
SqlDirectory source can’t access the referenced
database source.

The solution

The shared database model allows for computed results
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Properties Description

from a “main” batch. Although multiple data sources are
still processed independently, the metadata from each
data source is merged into a main batch. Then, before
analyzing the next batch, a check is done to see if a
preceding main batch exists. If one does, the analyzer
retrieves the database model and the DML statements
successfully pass analysis.

This means, however, that you have to run the lineage
harvester twice. On the first run, the harvested metadata
is merged in a main batch. Then, when you run the
lineage harvester again, using the full-sync command,
the subsequent batches are able to successfully
reference the metadata in the main batch.

In a future version of Collibra, this property will be
enabled by default and you won't need to run the lineage
harvester twice.

sources This section describes the data sources for which you
want to create the technical lineage. You have to create
a configuration section for each data source.

Note You can add multiple data sources to the
same configuration file.

<SQL directory
properties>

This configuration section contains the required
information of one individual SQL directory with
connection type "Folder".

id The unique ID of the data source. For example, my_
first_data_source.
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Properties Description

type The kind of data source. In this case, the value has to be
SqlDirectory.

path The full path to the SQL directory.

mask The pattern of the file names in the directory. By default,
this is *.

recursive Indication of the files you want to harvest:

o false (default): Only harvest the files in directly under
the folder in the SQL directory path.

o true: Harvest all files under the folder in the
SQL directory path and subdirectories.
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Properties Description

dialect The dialect of the database.

Tip
You can enter one of the following values:

o azure, for an Azure SQL Server data source.
o bigquery, for a Google BigQuery data source.
o db2, for an IBM DB2 data source.
o hana, for a SAP Hana data source.
o hana-cviews, for SAP Hana data calculation
views.

o hive, for a HiveQL data source.
o greenplum, for a Greenplum data source.
o mssql, for a Microsoft SQL Server data source.
o mysql, for a MySQL data source.
o netezza, for a Netezza data source.
o oracle, for an Oracle data source.
o postgres, for a PostgreSQL data source.
o redshift, for an Amazon Redshift data source.
o snowflake, for a Snowflake data source.
o spark, for a Spark SQL data source.
o sybase, for a Sybase data source.
o teradata, for a Teradata data source.
If you want to use a Spark SQL data source, make
sure that you have an AWS host.
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Properties Description

database The name of your database, which is the full name of
your Database asset.

Note You have to use the same database name
as the full name of the Database asset that you
create when you prepare the physical data layer in
Data Catalog.

Important
HiveQL, MySQL and Teradata data sources don't
have schemas. Therefore, HiveQL, MySQL and
Teradata databases are stored in Data Catalog
and technical lineage as Schema assets. The
technical lineage Browse tab pane shows the
following names:

o For HiveQL and Teradata:
n The database name is the name that you
enter for the collibraSystemName
property.

n The schema name is the name that you
enter for the database property.

o For MySQL:
n The database name is the name that you
enter for the database property.
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Properties Description

externalDbName This property can be considered a means of database
mapping, to help preserve stitching. It is relevant only for
HiveQL, MySQL and Teradata data sources, specifically
because they are database-less data sources.

You can add the key/value pair to the configuration file as
follows: "externalDbName": "CDATA"

See an example
Let’s say you ingest a HiveQL data source via Edge.
Note that Edge gives the name “CDATA” for the
database. The full path to a column is something like:

Hive_123 (system) > CDATA (database) > Hive_ABC
(schema) > Table > Column

Now, because HiveQL is database-less, the value that
you give for the database property in your configuration
file is used as the schema name in the technical lineage,
and the value you give for collibraSystemName is
used as the database name. But if
useCollibraSystemName is set to true, then the value
of collibraSystemName is also used as the system
name. In that case, in the full path to the column, the
system name and the database name are the same:

Hive_123 (system) > Hive_123 (database) > Hive_ABC
(schema) > Table > Column

Notice the mismatch between the database names.

The externalDbName property tells the lineage
harvester to use the value that you specify here for the
database name in the technical lineage, specifically
"CDATA”. This ensures that the full paths match and
stitching is preserved.
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Properties Description

collibraSystemNa
me

The name of the data source's system or server. This is
also the full name of your System asset in Data Catalog.

You must use the same system name as the full name of
the System asset that you create when you prepare the
physical data layer in Data Catalog. If you don't prepare
the physical data layer, Collibra Data Lineage cannot
stitch the data objects in your technical lineage to the
assets in Data Catalog.

schema The name of the default schema, if not specified in the
data source itself. This corresponds to name of your
Schema asset.

Note You must use the same schema name as
the name of the Schema asset that you create
when you prepare the physical data layer in Data
Catalog.

verbose Indication whether you want to enable verbose logging.

By default this is set to True. If you don't want to use
verbose logging, set it to False.
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Properties Description

<External directories> This configuration section contains the required
information to connect to the following data sources:

o Informatica PowerCenter
o SQL Server Integration Services (SSIS).
o IBM InsfoSphere DataStage

Note Make sure that you have prepared a local
folder with the Informatica objects, SSIS files or
DataStage files for which you want to create a
technical lineage.

collibraSystemNa
me

The name of the data source's system or server. If the
useCollibraSystemName property is set to true, you
must prepare a configuration file to provide the system
information.

id The unique ID of your data source. For example, my_
informatica.

type The kind of data source. In this case, the value has to be
ExternalDirectory.

dirType The type of external directory. The value has to be one of
the following:

o infa, for an Informatica PowerCenter data source.
o ssis, for a SQL Server Integration Service data
source.

o datastage, for a IBM InfoSphere DataStage source.

path The full path to the folder where you stored the data
source.
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mask The pattern of the file names in the directory. By default,
this is *.

recursive Indication whether you want to use recursive queries.

By default, this is set to False. If you want to use
recursive query, set it to True.

<Informatica Intelligent
Cloud Services Data
Integration>

This configuration section contains the required
information to enable the lineage harvester to collect and
process Data Integration objects.

Tip Make sure you have READ permission on all
data objects that you want to harvest.

type The kind of data source. In this case, the value has to be
IICS.

id The unique ID that is used to identify the data source on
the Collibra Data Lineage server. For example, my_
data_integration.

collibraSystemNa
me

The name of the Informatica server or system.

Important You must prepare a <source ID>
configuration file to provide this system
information. This is true regardless of whether the
useCollibraSystemName property is set to true
or false.

loginURL The URL of the Informatica Intelligent Cloud Services
environment sign-in page. For example: https://dm-
us.informaticaintelligentcloud.com.
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username The username you use to sign in to Informatica
Intelligent Cloud Services.

objects The objects that you want to export. Each object requires
a path and a type, for example:

"objects": [
{

"path" : "Sales",
"type" : "Project"

},
{

"path" : "Finance/Task_Flows",
"type" : "Folder"

},
{

"path" : "Common/Task_Flows/tf_Cal-
endarDimension",

"type" : "Taskflow"
}

]

The following section provides information to identify and
access Data Integration objects.

Tip For more information about the objects that
you can export and the required information, see
the Informatica documentation.

path The full path to the object.

type The type of the object. For example, Taskflow.

IICS scanner's starting point is a Taskflow. Therefore the
only meaningful types to export are: Taskflow, Project
and Folder.

Note The types are not case sensitive.
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Properties Description

paramFiles The full path to the directory in which your parameter files
are stored.

This is an optional parameter that allows you to harvest
parameter files in Informatica Intelligent Cloud Services
data sources.

Important The hierarchy of the files in the
directory must be an exact match of the hierarchy
of the files in your file system.
Show me how to do this
a. Create a directory for your parameter files.

For this example, let's name the directory my-
parameter-files.

b. In your lineage harvester configuration file, the
value of the paramFiles property needs to be
the full path to your parameter files directory, for
example /full/path/<my-parameter-
files>/.

c. Copy your parameter files to your parameter
files directory.
Be sure to preserve the full path for each of
your parameter files. For example, for
parameter file /root/child/child2/paramfile.txt,
run the following commands:
i. cd /full/path/<my-parameter-
files>/

ii. mkdir -p root/child/child2/
iii. cp

/root/child/child2/paramfile.txt
root/child/child2/
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Properties Description

<Matillion> This section contains the required information for
Matillion.

Tip When you create a new project in Matillion,
you define in which group you want to create the
project, the project name and the environment
name. This information is needed to enable the
lineage harvester to access Matillion and scan
your metadata.

Important Currently, you can only create a
technical lineage for Snowflake and Redshift
projects in Matillion.

id The unique ID that is used to identify the data source on
the Collibra Data Lineage server. For example, my_
matillion_data_integration.

type The kind of data source. In this case, the value has to be
Matillion.

url The URL of your Matillion environment. For example,
https://<domain name> or https://<IP
address>.

groupName The name of your group in Matillion.

projectName The name of your project in Matillion.

You can only add the name of one project. If you want to
create a technical lineage for other projects within the
same group, create a new section in the lineage
harvester configuration file.
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Properties Description

environmentName The name of your environment in Matillion.

You can only add the name of one environment. If you
want to create a technical lineage for other environments
within the same project, create a new section in the
lineage harvester configuration file.

dialect The dialect of the database.

You can enter one of the following values:

o redshift, for an Amazon Redshift data source.
o snowflake, for a Snowflake data source.

startTimestamp The timestamp of tasks in Matillion. You can use this
parameter to limit the amount of metadata that the
lineage harvester scans.

If the startTimestamp field remains empty or is deleted
from the configuration file, all accessible tasks are
scanned.

Matillion automatically removes entries older than seven
days.

collibraSystemNa
me

The name of the Matillion system or server.

auth The section contains the authentication details for
signing in to Matillion.
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type The authentication method you want to use to sign in to
Matillion.

The value must be either:
o Basic, for username and password authentication.
o Token, for token-based authentication.

Important These values are case-sensitive.

username The username that you use to sign in to Matillion.

Important This property is only required if you are
using the username and password authentication
method. If you are using token-based
authentication, do not include this property.

<Custom lineage> This section contains the required information to connect
to a custom lineage. You create a custom lineage by
adding connection properties to a JSON file containing a
predefined technical lineage.

Make sure that you have prepared a local folder with the
JSON file that contains the predefined technical lineage.

Note In the local folder that you need to create,
you can only have one JSON file. You can,
however, add other files in the harvested directory
and subdirectories and refer to those files from
within the JSON file.

id The unique ID of your custom technical lineage. For
example, MyCustomLineage.
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type The kind of data source. In this case, the value has to be
ExternalDirectory.

dirType The type of external directory. In this case, the value is
custom-lineage.

path The full path to the folder where you stored the data
source or JSON file.

<database properties> This configuration section contains the required
information of one individual data source with connection
type "JDBC".

id The unique ID of your data source. For example, my_
second_data_source.

type The kind of data source. In this case, the value has to be
Database.

username The username that you use to sign in to your data
source.
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dialect The dialect of the database.

Tip
You can enter one of the following values:

o azure, for an Azure SQL Server data source.
o db2, for an IBM DB2 data source.
o hana, for a SAP Hana data source.
o hana-cviews, for SAP Hana data calculation
views.

o hive, for a HiveQL data source.
o greenplum, for a Greenplum data source.
o mssql, for a Microsoft SQL Server data source.
o mysql, for a MySQL data source.
o netezza, for a Netezza data source.
o oracle, for an Oracle data source.
o postgres, for a PostgreSQL data source.
o redshift, for an Amazon Redshift data source.
o spark, for a Spark SQL data source.
o sybase, for a Sybase data source.
o teradata, for a Teradata data source.
If you want to use a Spark SQL data source, make
sure that you have an AWS host.

76



Properties Description

databaseNames The names or IDs of your databases.

Enter the database names of your data source between
double quotes ("") and put everything between square
brackets. If you want to include more than one database,
separate them by a comma. For example,
["MyFirstDatabase", "MySecondDatabase"].

Note You have to use the same database names
as the full names of the Database assets that you
create when you prepare the physical data layer in
Data Catalog.

Important
HiveQL, MySQL and Teradata data sources don't
have schemas. Therefore, HiveQL, MySQL and
Teradata databases are stored in Data Catalog
and technical lineage as Schema assets. The
technical lineage Browse tab pane shows the
following names:

o For HiveQL and Teradata:
n The database name is the name that you
enter for the collibraSystemName
property.

n The schema name is the name that you
enter for the database property.

o For MySQL:
n The database name is the name that you
enter for the database property.
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externalDbName This property can be considered a means of database
mapping, to help preserve stitching. It is relevant only for
HiveQL, MySQL and Teradata data sources, specifically
because they are database-less data sources.

You can add the key/value pair to the configuration file as
follows: "externalDbName": "CDATA"

See an example
Let’s say you ingest a HiveQL data source via Edge.
Note that Edge gives the name “CDATA” for the
database. The full path to a column is something like:

Hive_123 (system) > CDATA (database) > Hive_ABC
(schema) > Table > Column

Now, because HiveQL is database-less, the value that
you give for the database property in your configuration
file is used as the schema name in the technical lineage,
and the value you give for collibraSystemName is
used as the database name. But if
useCollibraSystemName is set to true, then the value
of collibraSystemName is also used as the system
name. In that case, in the full path to the column, the
system name and the database name are the same:

Hive_123 (system) > Hive_123 (database) > Hive_ABC
(schema) > Table > Column

Notice the mismatch between the database names.

The externalDbName property tells the lineage
harvester to use the value that you specify here for the
database name in the technical lineage, specifically
"CDATA”. This ensures that the full paths match and
stitching is preserved.
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connectAsService
Name

The option to determine whether your Oracle database
uses an Oracle service name or SID.

o True: Connect to an Oracle database that uses an
Oracle service name. Enter the service name in the
databaseNames property.

o False: Connect to an Oracle database that uses an
SID. Enter the SID in the databaseNames property.

Note This property is only valid for Oracle
databases. It will be ignored for all other
databases.

hostname The name of your database host.
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collibraSystemNa
me

The name of the data source's system or server. This is
also the full name of your System asset in Data Catalog.

You must use the same system name as the full name of
the System asset that you create when you prepare the
physical data layer in Data Catalog. If you don't prepare
the physical data layer, Collibra Data Lineage cannot
stitch the data objects in your technical lineage to the
assets in Data Catalog.

If the useCollibraSystemName property is:
o false (default), system or server names in table
references in analyzed SQL code are ignored. This
means that a table that exists in two different systems
or servers is identified (either correctly or incorrectly)
as a single data object, with a single asset full name.

o true, system or server names in table references are
considered to be represented by different System
assets in Data Catalog. The value of the
collibraSystemName field is used as the default
system or server name.

port The port number.

customConnection
Properties

An option to enable the lineage harvester to read
additional connection parameters. This parameter is only
required in very specific situations. If you don't need it,
you can remove it from the configuration file.

Note You cannot currently use this property for
Oracle data sources.

80



Properties Description

<Google BigQuery
database>

This configuration section contains the required
information for a Google BigQuery database.

id The unique ID of your data source. For example, my_
third_data_source.

type The kind of data source. In this case, the value has to be
DatabaseBigQuery.

projectIDs The IDs of your Google BigQuery project. You can add
multiple projects. For example, [ "first-project",
"second-project", "third-project" ].

Note You have to use the same project ID as the
full name of the Database asset that you create
when you prepare the physical data layer in Data
Catalog.

region The location of your BigQuery data. This is the region
that you specified when you create a data set.

You can only add one location as value. However, you
can create separate BigQuery entries per location in the
configuration file. As a result, you create a complete
technical lineage with Google BigQuery data from
different locations.

Note This property is optional.
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auth The path to a JSON file that contains authentication
information.

Tip For more information about setting up the
authentication, see the Google Big Query user
guide.

collibraSystemNa
me

The name of the Google BigQuery system. This is also
the full name of your System asset in Data Catalog.

You must use the same system name as the full name of
the System asset that you create when you prepare the
physical data layer in Data Catalog. If you don't prepare
the physical data layer, Collibra Data Lineage cannot
stitch the data objects in your technical lineage to the
assets in Data Catalog.

<Snowflake database> This configuration section contains the required
information for a Snowflake database.

id The unique ID of your data source. For example, my_
fourth_data_source.

type The kind of data source. In this case, the value has to be
DatabaseSnowflake.

username The username that you use to sign in to your data
source.

hostname The URL that you use to access Snowflake web console.
For example,
<AccountName>.snowflakecomputing.com.
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collibraSystemNa
me

The name of the Snowflake system. This is also the full
name of your System asset in Data Catalog.

You must use the same system name as the full name of
the System asset that you create when you prepare the
physical data layer in Data Catalog. If you don't prepare
the physical data layer, Collibra Data Lineage cannot
stitch the data objects in your technical lineage to the
assets in Data Catalog.

databaseNames The names of your databases.

Enter the database names of your data source between
double quotes ("") and put everything between square
brackets. If you want to include more than one database,
separate them by a comma. For example,
["MyFirstSnowflakeDatabase",
"MySecondSnowflakeDatabase"]

Note You have to use the same database names
as the full names of the Database assets that you
create when you prepare the physical data layer in
Data Catalog.

warehouse The name of your virtual warehouse.

Note This property is optional.
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customConnectionPro
perties

An option to enable the lineage harvester to read
additional connection parameters. This parameter is only
required in very specific situations. If you don't need it,
you can remove it from the configuration file.

Example If you get an OSCP scan error, you can
turn OSCP checking off by using the following
value: insecureMode=true.

<SQL files in the
lineage harvester
output folder>

This configuration section contains the required
information for SQL files of a data source that were
previously downloaded by the lineage harvester and is
stored in the lineage harvester output folder.

type The kind of data source. In this case, the value has to be
LoadedSource.

id The unique ID of the data source that you uploaded to
the lineage harvester folder. For example, my_loaded_
snowflake_source.

zipFile The full path to the ZIP file that was created in the lineage
harvester folder.

<Tableau> This configuration section contains the required
information for Tableau integration.

sources This section contains all Tableau connection properties.

type The kind of data source. In this case, the value has to be
Tableau.
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id The unique ID to identify the Tableau metadata that was
uploaded to the Collibra Data Lineage.

Tip This value can be anything as long as it is a
unique. The lineage harvester uses the ID to
identify a batch of data on the Collibra Data
Lineage server.

url The link to the data in Tableau.

username The username you use to sign in to the Tableau server.

Important If you want to use token-based
authentication, you need to replace username
with tokenName. You must specify either
username or tokenName; if both exist, then
tokenName is used.

tokenName The lineage harvester authentication token.

Note For token-based authentication, use this
property in your lineage harvester configuration
file, instead of the username property. If both
properties are present, tokenName is used.
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siteIds The site IDs of the Tableau sites that you want to include
in the ingestion process.

Warning Ensure that you specify the correct
value. The correct value is the URL of the site to
which you want to sign in. When you manually
sign in to Tableau Server or Tableau Online,
the site ID is the value that appears after /site/ in
the browser address bar. In the following example
URLs, the site ID is MarketingTeam:
o Tableau
Server: http://MyServer/#/site/MarketingTeam/
projects

o Tableau
Online: https://10ay.online.tableau.com/#/site/
MarketingTeam/workbooks

On Tableau Server, however, the URL of the
Default site does not specify the site. For example,
the URL for a view named Profits, on a site named
Sales, is http://localhost/#/site/sales/views/profits.
The URL for this same view on the Default site is
http://localhost/#/views/profits. The site name
Sales does not figure in the URL. If you can't see
the site ID, leave this property
empty: "siteIds": [""]

Example If you want to ingest two Tableau sites
"Site 1" and "Site 2", you can enter the following
information in the siteIds property: ["site ID of Site
1", "site ID of Site 2"].
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siteNames The site names of the corresponding site IDs.

Important This property is:
o Optional for Tableau Server
o Mandatory for Tableau Online.

Warning If you have Tableau Server and you
don't use this property, you must delete it from
your configuration file. Don't leave the property in
the configuration file without a value.

restOnly Indication whether or not you would like to use both the
Tableau REST API and Tableau Metadata API to harvest
Tableau metadata.

o false (default): The lineage harvester will use the
REST API and Metadata API to harvest Tableau
metadata.

o true: The lineage harvester will only use the
REST API to harvest Tableau metadata.

Warning If you only allow the lineage harvester to
use the Tableau REST API, the harvester won't be
able to process the necessary information for the
technical lineage and the automatic stitching of
Column assets to Tableau Data Attribute assets
will not be possible.
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collibraSystemNa
me

Regardless of the value set for the
useCollibraSystemName property, the following is
true:
o You must include this property in your configuration
file.

o You can leave this property empty.
o Any value that you give is ignored.

If the useCollibraSystemName property is set to true,
you must prepare a Tableau <source ID> configuration
file. In that case, the CollibraSystemName property in
the <source ID> configuration file is taken into account.

Note This is a legacy property that will be
deprecated in a future release.
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domainId The unique reference ID of the domain in Collibra Data
Intelligence Cloud in which you want to ingest the
Tableau assets.

Tip You can ingest Tableau assets in one or more
domains in Collibra. The following table identifies
which properties and which configuration files to
use, depending on whether you want to ingest in
one or multiple domains.

If you want
to...

Then...

Ingest in a
single domain
in Collibra

Refer to the single domain reference
ID in this domainID property.
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If you want
to...

Then...

Ingest in mul-
tiple domains
in Collibra

Do both of the following:

o Mention a domain reference ID in
this domainID property, for your
Tableau Server asset.

o Refer to all relevant domain ref-
erence IDs in the domainMapping
section of the Tableau <source
ID> configuration file, for your
Tableau site, Tableau project and
all child assets.

Important The domainID
property represents the default
domain. Tableau assets that
are not mapped to specific
domains via the
domainMapping section of the
Tableau <source ID>
configuration file, for example
Tableau Server assets, are
ingested in this default domain.

How do I find a domain reference ID?
Open the relevant domain in Collibra. The URL looks
like: https://<yourcollibrainstance>/domain/22258f64-
40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-
0000-0000-000000040001. In this example, the
reference ID is in bold.
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excludeImages Optional parameter for excluding the downloading of
images.

To exclude the downloading of images, set this property
to true.
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paging Optional parameter for customizing the Tableau API
pagination settings.
The default values are sufficient in most cases; however,
you can decrease them to help mitigate node limit errors,
or increase them to speed up API calls.

The complete list of pagination settings, descriptions
and default values

"paging": {
"databasesPageSize": 100,
"tablesPageSize": 100,
"tablesColumnsPageSize": 100,
"tableColumnsPageSize": 1000,
"datasourcesPageSize": 50,
"datasourcesFieldsPageSize": 50,
"datasourceFieldsPageSize": 100,
"worksheetsPageSize": 100,
"worksheetsFieldsPageSize": 100,
"worksheetFieldsPageSize": 1000,
"dashboardsPageSize": 100,
"columnsLimit": 20,
"fieldsLimit": 20
}

Settings per metadata type and descriptions

Metadata
type

Setting and description

Dashboard o dashboardsPageSize: The
number of dashboards per page.
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Metadata
type

Setting and description

Worksheet o worksheetsPageSize: The
number of worksheets per page.

o worksheetsFieldsPageSize:
The number of worksheet fields per
page.

Database o databasesPageSize: The number
of databases per page.

Table o tablesPageSize: The number of
tables per page.

o tablesColumnsPageSize: The
number of table columns per page.

Table
columns

o tableColumnsPageSize: The
number of table columns per page.

Data source o datasourcesPageSize: The
number of data sources per page.

o datasourcesFieldsPageSize:
The number of data source fields
per page.

o columnsLimit: The number of data
source field columns per page.

o fieldsLimit : The number of
referenced data source fields per
page.
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Metadata
type

Setting and description

Data source
field

o datasourceFieldsPageSize:
The number of data source fields
per page.

o columnsLimit: The number of data
source field columns per page.

o fieldsLimit : The number of
referenced data source fields per
page.

<Power BI> This configuration section contains the required
information for Power BI integration.

Note You have to purchase the Power BI
connector and lineage feature. Then you need to
add the Power BI connection properties to both the
lineage harvester configuration file and the Power
BI harvester configuration file to ingest Power BI
metadata into Data Catalog.

type The kind of data source. In this case, the value has to be
ExistingLineage.

id The unique ID of the Power BI metadata you harvested
via the Power BI harvester.

You must use the same ID as the value you used in the
Power BI configuration file sourceID property.

<Looker> This configuration section contains the required
information for Looker integration.
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collibraSystemNa
me

The name of the Looker system or server. If the
useCollibraSystemName property is set to true, you
must prepare a configuration file to provide the system
information.

id The unique ID of your Looker metadata. For example,
my_looker.

Tip This value can be anything as long as it is
unique and human readable. The ID identifies the
batch of Looker metadata on the Collibra Data
Lineage server.

type The kind of data source. In this case, the value has to be
Looker.

lookerUrl The URL to your Looker API.

Tip There are two ways to find the Looker
API URL:
o In the API Host URL field in the Looker Admin
menu. If this field is empty, you can use the
default Looker API URL which you can find in
the interactive API documentation.

o In the interactive API documentation URL. It is
the part of the URL before /api-docs/.

clientId The username you use to access the Looker API.

domainId The unique ID of the domain in Collibra Data Intelligence
Cloud in which you want to ingest the Looker assets.
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<MicroStrategy> This configuration section contains the required inform-
ation for MicroStrategy integration.

type The kind of data source. In this case, the value has to be
MicroStrategy.

collibraSystemNa
me

This property is deprecated for MicroStrategy integration.
The lineage harvester does not take into account any
value that you enter here.

id The unique ID of your MicroStrategy metadata. For
example, my_microstrategy.

Tip This value can be anything as long as it is
unique and human readable. The ID identifies the
batch of MicroStrategy metadata on the Collibra
Data Lineage server.

domainId The unique reference ID of the domain in Collibra Data
Intelligence Cloud in which you want to ingest the
MicroStrategy assets.

username The username that you use to sign in to MicroStrategy.

hostname The endpoint that you use to access the PostgreSQL
repository or remote data source, depending on where
you installed the lineage harvester.

For example remote.postgres.com.

port The port number.

databaseName Optionally, the name of your database. For example
poc_metadata.
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<SQL Server
Reporting Services
and Power BI Report
Server>

This configuration section contains the required
information for SQL Server Reporting Services and
Power BI Report Server integration.

collibraSystemNa
me

Regardless of the value set for the
useCollibraSystemName property, the following is
true:
o You must include this property in your configuration
file.

o You can leave this property empty.
o Any value that you give is ignored.

If the useCollibraSystemName property is set to true,
you must prepare a SQL Server Reporting Services and
Power BI Report Server <source ID> configuration file. In
that case, the CollibraSystemName property in the
<source ID> configuration file is taken into account.

Note This is a legacy property that will be
deprecated in a future release.

id The unique ID to identify the SSRSmetadata that was
uploaded to the Collibra Data Lineage server.

Tip This value can be anything as long as it is a
unique. The lineage harvester uses the ID to
identify a batch of data on the Collibra Data
Lineage server.
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type The kind of data source. In this case, the value has to be
SSRS or PBIRS.

Note There is no difference between type SSRS
or PBIRS.

url The URL to the server's web portal. By default, the URL
is http://<computer-name>/reports. For example,
"http://1.23.45.678/PowerBIReports".

username The username you use to sign in to the web portal.

Tip If you use NTLM authentication, your
username also contains the NTLM domain name.
For example MyDomain\\username.

domainId The unique ID of the domaindomain in Collibra Data
Intelligence Cloud in which you want to ingest the SSRS
assets.

Finding the domain ID
a. Open the domain.
b. Copy the domain ID.

Tip If you go to your domain, you can find the
domain ID in the URL. The URL looks like:
https://<yourcollibrainstance>/domain/
22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-
0000-000000040001. In this example, the
domain ID is in bold.
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folderFilter An option to exclude specific folders that contain reports
or KPIs from the ingestion process.

You can add multiple folders by listing folder names,
providing the full path to folders or by using a wildcard:

o Use folder names when the folder name is unique:
["folder 1", "folder 2"]

o Use the full path to the folder to only ingest a specific
folder: ["/database1/folder1", "/database2/folder2"]

o Use a wildcard to ingest all child folders or a specific
folder: ["/folder1/*", "/folder2/*"]

You can also use a combination of these methods. For
example, ["folder 1", "/database/folder2", /folder3/*"]

Important This property must be included in your
configuration file and it cannot be empty. If you
want to ingest all folders, use *, for example:
"folderFilter":["*"].

Tip For more information about connecting to a
SSRS or PBRS folder, see the Microsoft
documentation.

<Power BI (NEW)> This configuration section contains the required
information for Power BI (NEW) integration.

type The kind of data source. In this case, the value has to be
PowerBI.

id The unique ID to identify the Power BI service metadata
that was uploaded to the Collibra Data Lineage server.
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tenantDomain The Power BI tenant domain is the domain associated
with the Microsoft Azure tenant.

This domain is either a default domain or a custom
domain. For example, collibrapowerbi.onmicrosoft.com.

Note Usually, you can find a list of Power BI
tenant or server domains in your Azure Active
Directory or in the top right menu.

loginFlow This section describes the authentication information for
accessing your Power BI metadata.

The lineage harvester supports two authentication
methods: service principal, and username and
password. For complete information on your
authentication options, see Authentication.

type This depends on the authentication method you use.

o Service principle: The value should be Ser-
vicePrincipal.

o Username and password: The value should be
ResourceOwnerPasswordCredentials.

applicationId The unique ID of the Microsoft Azure Application (client)
ID.

username The email address of your Azure Active Directory user.

Tip This property only applies if you are using the
username and password authentication method.
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domainId The reference ID of the domain in Collibra in which you
want to ingest Power BI metadata.

collibraSystemNa
me

Regardless of the value set for the
useCollibraSystemName property, the following is
true:
o You must include this property in your configuration
file.

o You can leave this property empty.
o Any value that you give is ignored.

If the useCollibraSystemName property is set to true,
you must prepare a Power BI <source-ID> configuration
file. In that case, the CollibraSystemName property in
the <source ID> configuration file is taken into account.

Note This is a legacy property that will be
deprecated in a future release.

3. Save the configuration file.
4. Start the lineage harvester again and do one of the following:

o To process data from all data sources in the configuration file, run the following
command:
For windows:

.\bin\lineage-harvester.bat full-sync

For other operating systems:

./bin/lineage-harvester full-sync

o To process data from specific data sources in the configuration file, run the fol-
lowing command:
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For windows:

.\bin\lineage-harvester.bat full-sync -s "ID of the data
source"

For other operating systems:

./bin/lineage-harvester full-sync -s "ID of the data
source"

» The lineage harvester sends the data source information to a Collibra Data
Lineage server using Collibra REST API, where it is parsed and analyzed. As a
result, the technical lineage is created and shown in Data Catalog.

5. When prompted, enter the passwords to connect to Collibra and your data sources.
Do one of the following:

o Enter the passwords in the console.
» The passwords are encrypted and stored in /config/pwd.conf.

o Provide the passwords via command line.
» The passwords are stored locally and not in your lineage harvester folder.

Tip If the lineage harvester log shows an error message or the harvesting process
fails, you can use the technical lineage troubleshooting guide to fix your issue.

What's next?
If you prepared the physical data layer and have the required permissions, you can go to
the asset page of a Table, Column Power BI Column or Looker Look asset from the data
source that you added in the configuration file and visualize the technical lineage. The
technical lineage shows the data source information of data sources that have been
successfully analyzed and processed.

The lineage harvester can also use scheduled jobs to synchronize the data sources on
fixed times.

Tip You can check the progress of the technical lineage creation in Activities. The
Results field indicates how many relations were imported into Data Catalog. Go to
the status page to see the log files of the SQL analysis.

102

to_asset-pages.htm
co_about-activities.htm


The configuration file generator
The configuration file generator helps you create your lineage harvester configuration file
more easily by providing the structure of the file with the correct properties per data
source.

The lineage harvester configuration file

The lineage harvester uses a configuration file when it connects to Data Catalog via
Collibra REST API. The configuration file contains references to the data sources for
which you want to create a technical lineage. You have to prepare the configuration file if
you want to create a technical lineage and add new relations of the type "Data Element
targets / sources Data Element" between existing assets in Data Catalog and "Column is
target of / is source of Data Attribute" between assets from ingested BI sources and assets
in Data Catalog.

Tip You have to save the configuration file in the config directory in the lineage
harvester folder.

Empty configuration file

When you run the lineage harvester for the first time, it creates an empty configuration file.
To create a technical lineage, you have to manually add properties and values, per data
source, to this configuration file.

The following image shows an example of the empty configuration file created by the
lineage harvester.

{
"general" : {

"catalog" : {
"url" : "",
"username" : "",

},
"useCollibraSystemName" : false

},
"sources" : [ {

"type" : "Database",
"id" : "MyDB",
"hostname" : "",
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"username" : "",
"dialect" : "",
"collibraSystemName" : "",
"databaseNames" : [ ],
"port" : 1521

} ]
}

Configuration file generator

Tip The configuration file generator is only available in the online version of this
guide.

The configuration file generator creates an example configuration file with the data source
properties of your choosing:

1. Scroll down to the configuration file example.
2. Paste the example in your empty configuration file in the lineage harvesterconfig

folder.
3. Replace the values in the example to match your actual data source information.

Tip Make sure you understand each property and know which values you
must use to access your data source information.

4. Run the lineage harvester.

Warning Some browser plug-ins may slow the configuration file generator down.

{
"general": {

"catalog" : {
"url" : "https://companydomain.collibra.com",
"username" : "my-Collibra-username"
},
"useCollibraSystemName" : false

},
"sources" : [ 

{
"collibraSystemName" : "datastage-system-name",
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"id" : "datastage_source",
"type" : "ExternalDirectory",
"dirType" : "DATASTAGE",
"path" : "/path/to/the/datastage/folder/",
"mask" : "*",
"recursive" : false

}
{

"collibraSystemName" : "infa-system-name",
"id" : "informatica_source",
"type" : "ExternalDirectory",
"dirType" : "INFA",
"path" : "/path/to/the/informatica/folder/",
"mask" : "*",
"recursive" : false

}
{

"collibraSystemName" : "ssis-system-name",
"id" : "datastage_source",
"type" : "ExternalDirectory",
"dirType" : "SSIS",
"path" : "/path/to/the/ssis/folder/",
"mask" : "*",
"recursive" : false

}
{

"type" : "IICS",
"id" : "iics_source",
"collibraSystemName" : "iics-development",
"loginUrl" : "https://dm-us.informaticaintelligentcloud.com",
"username" : "login-iics"
"objects" : [

{
"path" : "Default/Sales",
"type" : "Project"

},
{

"path" : "My Project/Statistics",
"type" : "Project"

}
]

}
{

"id" : "my-matillion-project",
"type" : "Matillion",
"url" : "https://my-domain",
"groupName" : "my-matillion-group",
"projectName" : "redshift-project",
"environmentName" : "redshift-environment",
"dialect" : "redshift",
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"startTimestamp" : 1594080796911,
"collibraSystemName": "Matillion-system",
"auth": {

"type": "Basic",
"username": "ec2-user"

}
}
{

"type": "Tableau",
"id": "unique-ID",
"url": "URL to Tableau server?",
"username": "Admin",
"siteIds": ["site ID of Tableau Site 1", "site ID of Tableau Site

2"],
"siteNames": ["site name of Tableau Site 1", "site name of Tableau

Site 2"],
"restOnly": false,
"collibraSystemName": "tableau-system-name",
"domainId": "Domain-resource-ID",
"excludeImages": true,
"paging": {

"pagination-setting": 100,
"pagination-setting-2": 100

}
}
{

"collibraSystemName" : "looker",
"id" : "looker-source",
"type" : "Looker",
"lookerUrl" : "https://<instance-name.api.looker.com",
"clientId" : "my-looker-api-user-name",
"domainId" : "22258f64-40b6-4b16-9c08-c95f8ec0da26"

}
{

"type" : "ExistingLineage",
"id" : "MyPowerBISourceID"

}
{

"collibraSystemName": "",
"id": "<unique-id>",
"type": "SSRS",
"url": "http://<IP address or computer name>/Reports",
"username": "<server-api-user-name>",
"domainId": "<domain-resource-id>",
"folderFilter": ["/Folder1/*", "Folder2"]

}
{

"collibraSystemName" : "custom-system-name",
"id" : "MyCustomLineage",
"type" : "ExternalDirectory",
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"dirType" : "custom-lineage",
"path" : "/path/to/custom-lineage/dir"

}
{

"type" : "LoadedSource",
"id" : "MySource",
"zipFile" : "/path/to/source-MySource.zip"

}
{

"id" : "database_source",
"type" : "Database",
"username" : "MyUsername",
"dialect" : "hive",
"databaseNames" : ["MyDefaultDbName"],
"hostname" : "localhost",
"collibraSystemName" : "apache-hive-system",
"port" : 1521,
"customConnectionProperties" : ""

}
{

"id" : "oracle_source",
"type" : "Database",
"username" : "MyUsername",
"dialect" : "oracle",
"databaseNames" : ["oracle-service-name"],
"connectAsServiceName" : true,
"hostname" : "localhost",
"collibraSystemName" : "oracle-system-name",
"port" : 1521

}
{

"id" : "bigquery_source",
"type" : "DatabaseBigQuery",
"projectIDs" : [ "bigquery_project1", "bigquery_project2" ],
"region": "europe-west1"
"auth" : "/path/to/the/authentication/file.json",
"collibraSystemName" : "bigquery-system-name"

}
{

"id" : "snowflake_source",
"type" : "DatabaseSnowflake",
"username" : "MyUsername",
"hostname" : "MyAccountName.snowflakecomputing.com",
"collibraSystemName" : "snowflake-system-name",
"databaseNames" : ["MyFirstDbName","MySecondDbName"],
"warehouse" : "MySnowflakeWarehouseName",
"customConnectionProperties" : ""

}
{

"type": "Microstrategy",
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"id": "microstrategy-batch",
"collibraSystemName": "system-name",
"domainId": "<domain-resource-id>",
"username": "mstr",
"hostname": "remote.postgres.com",
"port": 5432,
"databaseName": "poc_metadata"

}
{

"type" : "PowerBI",
"id" : "power-bi-1",
"tenantDomain": "collibra3.onmicrosoft.com",
"loginFlow": {

"type": "ServicePrincipal",
"applicationId": "be560fac-7545-4ce2-ad9f-cbce14c59af6"

},
"domainId": "domain-reference-ID",
"collibraSystemName": "collibra-system-name"

}
{

"id" : "sqldirectory_source",
"type" : "SqlDirectory",
"path" : "/path/to/the/sql/folder/",
"mask" : "*",
"recursive" : false,
"dialect" : "db2",
"database" : "MyDefaultDbName",
"collibraSystemName" : "data-source-system",
"schema" : "MyDefaultDbSchema",
"verbose" : true

} ]
}

Informatica PowerCenter

The following example shows an Informatica PowerCenter <source ID> configuration file.

{
"connectionDefinitions": {

"oracle_source": {
"dbname": "oracle-source-database-name1",
"schema": "my Oracle source schema",
"dialect": "oracle"

},
"oracle_target": {

"dbname": "oracle-target-database-name2",
"schema": "my other oracle target schema",
"dialect": "oracle"

}
},
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"collibraSystemNames": {
"databases": [

{
"dbname": "oracle-source-database-name1",
"collibraSystemName": "oracle-system-name1"

},
{

"dbname": "oracle-target-database-name2",
"collibraSystemName": "oracle-system-name2"

}
],
"connections": [

{
"connectionName": "oracle-connection-name1",
"collibraSystemName": "oracle-system-name1"

},
{

"connectionName": "oracle-connection-name2",
"collibraSystemName": "oracle-system-name2"

}
]

}
}

SQL Server Integration Services

The following example shows an SQL Server Integration Services connection definitions
configuration file.

{
"ConnStringRegExTranslation": {

"Data Source=dhb-sql-prod;Initial Catalog=SFG_repl_
staging;Provider=SQLNCLI11;Integrated Security=SSPI.*": {

"dbname": "DATAHUB",
"schema": "DBO",
"dialect": "mssql",
"collibraSystemName" : "WAREHOUSE"

},

"Server=sb-dhub;User ID=SYS_USER;Initial
Catalog=STAGEDB;Port=6306.*": {

"dbname": "STAGEDB",
"schema": "STAGE_OWNER",
"dialect": "sybase",
"collibraSystemName" : ""

}
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}
}

IBM InfoSphere DataStage

The following example shows a DataStage connection definitions configuration file.

{
"OdbcDataSources": {

"oracle-data-source": {
"dbname": "my-oracle-database",
"schema": "my-oracle-schema",
"dialect": "oracle",
"collibraSystemName": "my-system"

},
"mssql-data-source": {

"dbname": "my-mssql-database",
"schema": "my-mssql-schema",
"dialect": "mssql",
"collibraSystemName": "my-system"

}
},
"NonOdbcConnectors": {

"admin@database-name": {
"dbname": "my-netezza-database",
"schema": "my-netezza-schema",
"dialect": "netezza",
"collibraSystemName": "my-system"

},
"admin@second-database-name": {

"dbname": "my-second-netezza-database",
"schema": "my-second-netezza-schema",
"dialect": "netezza",
"collibraSystemName": "my-system"

}
}

}

Informatica Intelligent Cloud Services

The following example shows an Informatica Intelligent Cloud Services <source ID>
configuration file.

{
"collibraSystemNames": {
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"connections": [
{

"connectionName": "DG_con_standby_cmdm_clientors",
"collibraSystemName": "PUBLIC"

},
{

"connectionName": "DG_con_dev_dg_dgiauser_su",
"collibraSystemName": "PUBLIC"

}
]

},
"connectionDefinitions": [

{
"connectionName": "DG_con_standby_cmdm_clientors",
"databaseName": "main",
"schemaName": "dbo",
"dialect": "oracle"

},
{

"connectionName": "DG_con_dev_dg_dgiauser_su",
"databaseName": "main",
"schemaName": "dbo",
"dialect": "oracle"

}
]

}

Tableau

The following example shows a Tableau <source ID> configuration file.

{
"collibraSystemNames": {

"databases": [
{

"hostName": "tableau-server.us-east-1.rds.amazonaws.com",
"collibraSystemName": "public"

}
],
"files": [

{"filePath": "C:\\ProgramData\\Tableau\\Tableau
Server\\data\\files\\sample.xls",

"collibraSystemName": "sample-files"
}

],
"connectors": [

{
"connectorUrl": "tableau-server-connector-url.com",
"collibraSystemName": "Oracle-connector"
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}
],
"cloudFiles": [

{
"name": "file-name",
"collibraSystemName": "FILE"

}
]

},
"databaseMapping": {

"it1166-imm-int.ccd4.eu-west-1.rds.amazonaws.com:1521":"IMMINT"
},
"domainMapping": {

"<site_name>": "domain-reference-id",
"<site_name> > <project_name>": "domain-reference-id",
"<site_name> > <project_name> > <subproject_name>": "domain-

reference-id"
}

}

Looker

The following example shows a Looker <source ID> configuration file.

{
"Connections": {

"connection-object1": {
"dialect": "mssql",
"schema": "mssql-schema-name",
"dbname": "mssql-database-name",
"collibraSystemName": "mssql-system-name"

},
"connection-object2": {

"dialect": "oracle",
"schema": "oracle-schema-name",
"dbname": "oracle-database-name",
"collibraSystemName": "oracle-system-name"

}
}

}

SQL Server Reporting Services and Power BI Report Server

The following example shows a SQL Server Reporting Services and Power BI Report
Server <source ID> configuration file.
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{
"DataSources": {

"Redshift": {
"dbname": "redshift-database-name",
"schema": "redshift-schema-name",
"dialect": "redshift",
"collibraSystemName": "redshift-system-name"

},
"Oracle": {

"dbname": "oracle-database-name",
"schema": "oracle-schema-name",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

}
},
"CustomDataSources":

"/path to report/custom data souce name": {
"dbname": "mssql-database-name",
"dialect": "mssql"

}
}

}

Power BI (NEW)

The following example shows a Power BI <source ID> configuration file.

{
"found_dbname=databasename1;found_hostname=*": {

"dbname": "mssql-database-name",
"schema": "mssql-schema-name",
"dialect": "mssql",
"collibraSystemName": "mssql-system-name"

},
"found_dbname=databasename2;found_hostname=server-

name.onmicrosoft.com": {
"dbname": "oracle-database-name",
"schema": "oracle-schema-name",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

},
"filters":[ 

{
"domainId": "<domain-ref-id>",
"description": "FirstFilter",
"workspaceNames": ["workspace1", "workspace2"],
"workspaceIds": ["id3","id4"],
"capacityNames": ["capacity1","capacity2"]
},
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{
"domainId": "<domain-ref-id>",
"description": "SecondFilter",
"workspaceNames": ["workspace3", "workspace4"],
"capacityIds": ["id1","id2"]
}

]
}

Prepare an external directory folder
If you want to create a technical lineage for an external directory such as Informatica
PowerCenter, SQL Server Integration Services (SSIS) or IBM InfoSphere DataStage, you
must prepare a folder with the external directory's data source files.

If the external directory files do not have the necessary information, for example a
database and a schema, to stitch the data sources, you have to provide the connection
definitions manually via a JSON configuration file. This is required at each connection,
regardless of whether the useCollibraSystemName property in the lineage harvester
configuration file is set to true or false.

Tip Go to the online version of the user guide for more detailed steps and
examples.

Note You can also create and configure a JSON file to define a custom technical
lineage.

Note For best technical lineage results, we recommend harvesting JDBC sources
when possible, rather than using an external directory of source files. If harvesting a
JDBC source is not possible, the files in your external directory need to be ordered
alphabetically.

Prerequisites

l You have IBM InfoSphere Information Server version 11.5 or newer.
l You have Informatica PowerCenter version 9.6 or newer.
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l You have SQL Server Integration Services 2012 or newer with package format ver-
sion 6 or newer.

l You have Microsoft Visual Studio version 2012 or newer.
l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l You have prepared the physical data layer in Data Catalog.

Note To stitch the data objects in the source and target data sources in
external directories with Data Catalog assets, you first have to register those
data sources in Data Catalog.

Tip If you want to create a technical lineage for Informatica Intelligent Cloud
Services Data Integration, you don't have to create a folder with data source files.
You add your data source information directly to the lineage harvester configuration
file.

Steps to create a technical lineage for Informatica PowerCenter

1. Create a local folder.
2. Export the Informatica objects or repository for which you want to create a technical

lineage to the local folder.
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Note
l All XML and parameter files, for example PAR, TXT or PRM files in this
folder and its subfolders are taken into account when you create a
technical lineage, but Collibra Data Lineage only shows a technical
lineage for workflows that have mappings with sources, transformations
and targets. Collibra supports the most common Informatica
PowerCenter transformations. For more information, see the Informatica
PowerCenter documentation.

l A technical lineage is created when the following tags are present in
your XML file:

o <REPOSITORY>
o <FOLDER>
o <SOURCE> / <TARGET>
o <SESSION>
o <MAPPING>
o <TRANSFORMATION> (within a <MAPPING> tag)

3. Put your parameter files in the right location.

If... Then...

all parameter
files are PAR
files

No action required

not all
parameter
files are PAR
files

a. Create a new folder in the local folder.
b. Name the folder techlin-param.
c. Move all parameter files that are used by the exported XML to

the techlin-param folder.
d. In the lineage harvester configuration file, set the recursive

property to true.

Note The lineage harvester only takes into account
parameter files in the techlin-param folder.

4. Optionally, create a source ID configuration file with connection definitions and
system names:
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Tip If you previously created a technical lineage for Informatica PowerCenter
with connection definitions, the connection_definitions.conf file will still be
taken into account.

a. Create a new JSON file in the lineage harvester config folder.
b. Give the JSON file the same name as the value of the Id property in the

lineage harvester configuration file.

Example The value of the Id property in the lineage harvester
configuration file is informatica-source-1. As a result, the name of
your JSON file should be informatica-source-1.conf.

c. For each data source, add the following content to the JSON file:

Property Description

connectionDefinitions This section contains the connection
properties to a source in Informatica
PowerCenter.

<connectionName> The type of your source or target data
source.

This section contains the connection
properties to a source or target in
Informatica PowerCenter.

dbname The name of your source or target database.

schema The name of your source or target schema.
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Property Description

dialect The dialect of the referenced database.

Tip
You can enter one of the following
values:

n azure, for an Azure SQL Server
data source.

n bigquery, for a Google BigQuery
data source.

n db2, for an IBM DB2 data source.
n hana, for a SAP Hana data source.
n hana-cviews, for SAP Hana data
calculation views.

n hive, for a HiveQL data source.
n greenplum, for a Greenplum data
source.

n mssql, for a Microsoft SQL Server
data source.

n mysql, for a MySQL data source.
n netezza, for a Netezza data
source.

n oracle, for an Oracle data source.
n postgres, for a PostgreSQL data
source.

n redshift, for an Amazon Redshift
data source.

n snowflake, for a Snowflake data
source.

n spark, for a Spark SQL data
source.

n sybase, for a Sybase data source.
n teradata, for a Teradata data
source.
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Property Description

collibraSystemNames This section contains the system or server
name that is specified in your database and
referenced in your connection.

Note This section is only required
when the useCollibraSystemName
flag in the lineage harvester
configuration file is set to true.

databases This section contains the database
information. This is required to connect
directly to the system or server of the
database.

dbname The name of the database. The database
name is the same as the name you entered
in the <connectionName> section.

collibraSystemName The system or server name of the database.

connections This section contains the connection
information. This is required to reference to
the system or server of the connection.

connectionName The name of the connection.

collibraSystemName The system or server name of the
connection.

Important If you are using variables in Informatica PowerCenter, add the
value of the variable instead of the name in the connection definitions
JSON file. For example, if the parameter file contains $DBConnection_
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dwh=DWH_EXPORT then you add the following connection definitions to the
JSON file:

{
"DWH_EXPORT":

{ "dbname": "DWH", "schema": "DBO" }
}

5. Add a new section for Informatica PowerCenter to the lineage harvester
configuration file.

Example of the connection_definitions.conf file

{
"connectionDefinitions": {

"oracle_source": {
"dbname": "oracle-source-database-name1",
"schema": "my Oracle source schema",
"dialect": "oracle"

},
"oracle_target": {

"dbname": "oracle-target-database-name2",
"schema": "my other oracle target schema",
"dialect": "oracle"

}
},
"collibraSystemNames": {

"databases": [
{

"dbname": "oracle-source-database-name1",
"collibraSystemName": "oracle-system-name1"

},
{

"dbname": "oracle-target-database-name2",
"collibraSystemName": "oracle-system-name2"

}
],
"connections": [

{
"connectionName": "oracle-connection-name1",
"collibraSystemName": "oracle-system-name1"

},
{

"connectionName": "oracle-connection-name2",
"collibraSystemName": "oracle-system-name2"

}
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]
}

}

Steps to create a technical lineage for SQL Server Integration
Services

1. Create a local folder.
2. Export the SSIS files for which you want to create a technical lineage.

Tip You can export them directly from the SQL Server Integration Services
repository or via Microsoft Visual Studio. For more information, see the
SQL Server Integration Services documentation.

3. Store the SSIS files to your local folder. Typically, the folder contains the following
files:

o SSIS package files (DTSX), containing the SQL Server Integration Services
source code.

o Connection manager files (CONMGR), containing environment and connection
information.

o Parameter files (PARAMS), if applicable.

Note All files in this folder and subfolders are taken into account when you
create a technical lineage. The lineage harvester automatically detects data
sources in the SSIS files.

4. Optionally, configure the connection definitions:

Tip If the useCollibraSystemName in the lineage harvester configuration
file is set to true, you must provide the connection_definitions.conf file.

a. Create a new JSON file in the local folder.
b. Name the JSON file connection_definitions.conf.
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c. For each supported data source, specify the relevant translations.

Property Description

ConnStringRegExTranslati
on

The parent element that opens the connection
definitions.
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Property Description

<regular expression> A regular expression that must match one or
more connection strings.

Note
Important considerations:

n By default, the regular expression is
not case sensitive. As a
consequence, a regular expression
can match with connection strings
containing uppercase characters or
lowercase characters.

n The connection string is part of the
SSIS connection manager.

n SSIS connection managers are
included in an SSIS package files
(DTSX) or in connection manager
files (CONMGR).
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Property Description

Example
Regular expression: Server=sb-
dhub;User ID=SYB_USER2;Initial
Catalog=STAGEDB;Port=6306.*
Explanation: The first section, up to .*,
is a literal, but not case-sensitive,
match of the characters. The dot (.) can
match any single character. The
asterisk (*) means zero or more of the
previous, in this case any character.
Match: Any connection string that starts
with Server=sb-dhub;User
ID=SYB_USER2;Initial
Catalog=STAGEDB;Port=6306.
Example: Server=sb-dhub;User
ID=SYB_USER2;Initial
Catalog=STAGEDB;Port=6306;Per
sist Security Info=True;Auto
Translate=False;.

dbname The name of your database, to which the data
source connection refers.

schema The name of your schema, to which the
regular expression refers.
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Property Description

dialect The dialect of the referenced database.

Tip
You can enter one of the following
values:

n azure, for an Azure SQL Server data
source.

n bigquery, for a Google BigQuery
data source.

n db2, for an IBM DB2 data source.
n hana, for a SAP Hana data source.
n hana-cviews, for SAP Hana data
calculation views.

n hive, for a HiveQL data source.
n greenplum, for a Greenplum data
source.

n mssql, for a Microsoft SQL Server
data source.

n mysql, for a MySQL data source.
n netezza, for a Netezza data source.
n oracle, for an Oracle data source.
n postgres, for a PostgreSQL data
source.

n redshift, for an Amazon Redshift
data source.

n snowflake, for a Snowflake data
source.

n spark, for a Spark SQL data source.
n sybase, for a Sybase data source.
n teradata, for a Teradata data source.
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Property Description

collibraSystemName The name of the referenced data source's
system or server.

This property is only required when you set
the useCollibraSystemName property in the
lineage harvester configuration file to true. If
this property is set to false, you can remove
the collibraSystemName property or enter an
empty string.

Note You must use the same system
name as the full name of the System
asset that you create when you prepare
the physical data layer in Data Catalog.
If you don't prepare the physical data
layer, Collibra Data Lineage cannot
stitch the data objects in your technical
lineage to the assets in Data Catalog.

If the “useCollibraSystemName" property is:

n false, system or server names in table
references in analyzed SQL code are now
ignored. This means that a table that exists
in two different systems or servers is
identified (either correctly or incorrectly) as
a single data object, with a single asset full
name.

n true, system or server names in table
references are considered to be
represented by different System assets in
Data Catalog. The value of the
"collibraSystemName" field is used as the
default system or server name.
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5. Add a section for SQL Server Integration Services to the lineage harvester
configuration file.

Example of the connection_definitions.conf file

{
"ConnStringRegExTranslation": {

"Data Source=dhb-sql-prod;Initial Catalog=SFG_repl_
staging;Provider=SQLNCLI11;Integrated Security=SSPI.*": {

"dbname": "DATAHUB",
"schema": "DBO",
"dialect": "mssql",
"collibraSystemName" : "WAREHOUSE"

},

"Server=sb-dhub;User ID=SYS_USER;Initial
Catalog=STAGEDB;Port=6306.*": {

"dbname": "STAGEDB",
"schema": "STAGE_OWNER",
"dialect": "sybase",
"collibraSystemName" : ""

}

}
}

Steps to create a technical lineage for DataStage

1. Create a local folder.
2. Export the DataStage project files (DSX) for which you want to create a technical

lineage.

Tip You can either export a DataStage project manually or automatically via
command line.

3. Store the DataStage files in your local folder.
4. Optionally, if your DataStage project uses environment variables, manually export

the environment files (ENV).
5. Give the environment files the same name as the DataStage project files. For

example, if your project file is named datastage-project-1.dmx, you have you name
your environment file datastage-project-1.env.
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6. Store the environment files in the same local folder.

Important
o The lineage harvester only supports DSX and ENV files.
o You can have one DSX file per DataStage project.
o You can have one or none ENV file per DSX file.
o The name of the DSX file and the ENV file has to be the same.

7. Optionally, configure the connection definitions:
a. Create a new JSON file in the local folder.
b. Name the JSON file connection_definitions.conf.
c. For each data source, specify the relevant translations:

Property Description

OdbcDataSources Open Database Connectivity data sources
in IBM InfoSphere DataStage for which you
want to create a technical lineage.

<data-source-name> The ODBC data source name that you use
in your DataStage projects.

This section contains the properties to
translate the database, schema and dialect.

dbname The name of your database, to which the
ODBC data source connection refers.

schema The name of your schema, to which the
ODBC data source connection refers.
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Property Description

dialect The dialect of the referenced database.

Tip
You can enter one of the following
values:

n azure, for an Azure SQL Server
data source.

n bigquery, for a Google BigQuery
data source.

n db2, for an IBM DB2 data source.
n hana, for a SAP Hana data source.
n hana-cviews, for SAP Hana data
calculation views.

n hive, for a HiveQL data source.
n greenplum, for a Greenplum data
source.

n mssql, for a Microsoft SQL Server
data source.

n mysql, for a MySQL data source.
n netezza, for a Netezza data
source.

n oracle, for an Oracle data source.
n postgres, for a PostgreSQL data
source.

n redshift, for an Amazon Redshift
data source.

n snowflake, for a Snowflake data
source.

n spark, for a Spark SQL data
source.

n sybase, for a Sybase data source.
n teradata, for a Teradata data
source.
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Property Description

collibraSystemName The name of the data source's system or
server.

This property is only required when you set
the useCollibraSystemName property in the
lineage harvester configuration file to true.
If this property is set to false, you can
remove the collibraSystemName property or
enter an empty string.

Note You must use the same system
name as the full name of the System
asset that you create when you
prepare the physical data layer in
Data Catalog. If you don't prepare the
physical data layer, Collibra Data
Lineage cannot stitch the data objects
in your technical lineage to the assets
in Data Catalog.

NonOdbcConnectors Other data source connectors in IBM
InfoSphere DataStage for which you want to
create a technical lineage. For example,
DB2, Oracle or Netezza.

Note This section is optional.
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Property Description

<data-source-connector-
ID>

The data source username and database of
the connector that you use in your
DataStage projects. This usually looks like
for example admin@database-name. The
combination of the username and database
name should be unique.

The following section contains the properties
to translate the database, schema and
dialect.

dbname The name of your database, to which the
data source connection refers.

schema The name of your schema, to which the data
source connection refers.
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Property Description

dialect The dialect of the referenced database.

Tip
You can enter one of the following
values:

n azure, for an Azure SQL Server
data source.

n bigquery, for a Google BigQuery
data source.

n db2, for an IBM DB2 data source.
n hana, for a SAP Hana data source.
n hana-cviews, for SAP Hana data
calculation views.

n hive, for a HiveQL data source.
n greenplum, for a Greenplum data
source.

n mssql, for a Microsoft SQL Server
data source.

n mysql, for a MySQL data source.
n netezza, for a Netezza data
source.

n oracle, for an Oracle data source.
n postgres, for a PostgreSQL data
source.

n redshift, for an Amazon Redshift
data source.

n snowflake, for a Snowflake data
source.

n spark, for a Spark SQL data
source.

n sybase, for a Sybase data source.
n teradata, for a Teradata data
source.
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collibraSystemName The name of the data source's system or
server.

This property is only required when you set
the useCollibraSystemName property in the
lineage harvester configuration file to true.
If this property is set to false, you can
remove the collibraSystemName property or
enter an empty string.

You must use the same system name as the
full name of the System asset that you
create when you prepare the physical data
layer in Data Catalog. If you don't prepare
the physical data layer, Collibra Data
Lineage cannot stitch the data objects in
your technical lineage to the assets in Data
Catalog.

8. Add a section for IBM InfoSphere DataStage to the lineage harvester configuration
file.

Example of the connection_definitions.conf file

{
"OdbcDataSources": {

"oracle-data-source": {
"dbname": "my-oracle-database",
"schema": "my-oracle-schema",
"dialect": "oracle",
"collibraSystemName": "my-system"

},
"mssql-data-source": {

"dbname": "my-mssql-database",
"schema": "my-mssql-schema",
"dialect": "mssql",
"collibraSystemName": "my-system"

}
},
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"NonOdbcConnectors": {

"admin@database-name": {
"dbname": "my-netezza-database",
"schema": "my-netezza-schema",
"dialect": "netezza",
"collibraSystemName": "my-system"

},
"admin@second-database-name": {

"dbname": "my-second-netezza-database",
"schema": "my-second-netezza-schema",
"dialect": "netezza",
"collibraSystemName": "my-system"

}
}

}

What's next

You can now prepare the rest lineage harvester configuration file and run it to create a
technical lineage for Informatica PowerCenterSQL Server Integration ServicesIBM
InfoSphere DataStage and, optionally, other data sources.

When you run the lineage harvester, the content in your local folder is sent to the Collibra
Data Lineage server for processing.

Note For more information about the scope, see the overview of supported data
sources.

Download SQL files to the lineage harvester folder
You can download the SQL files of a data source that is stored locally and cannot be
accessed via the network. The lineage harvester then stores the data source information in
a ZIP file.

To create a technical lineage for these data sources, you only have to include the ID of the
data source and the path to the ZIP file in the configuration file.

Note Click here to see a list of all supported data sources.
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Prerequisites

l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l You have the necessary permissions to all database objects that the lineage har-
vester accesses.

Note For a detailed overview of the permissions that you need to access the
data objects of your data sources, see the online user guide.

Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Save the configuration file in the config directory in the lineage harvester folder.
3. Prepare the configuration file.

Tip Use the configuration file generator to easily create a configuration file.

4. When prompted, enter the passwords to connect to Collibra and your data sources.
Do one of the following:
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o Enter the passwords in the console.
» The passwords are encrypted and stored in /config/pwd.conf.

o Provide the passwords via command line.
» The passwords are stored locally and not in your lineage harvester folder.

5. Start the lineage harvester again and do one of the following:
o To download the SQL files of all data sources in the configuration file, run the
following command:

./bin/lineage-harvester load-sources

o To download the SQL files of specific data sources in the configuration file, run
the following command:

./bin/lineage-harvester load-sources -s "ID of the data
source"

Tip This command allows you to download specific SQL files in the
configuration file, without refreshing other SQL files. This reduces the
time you need to download your SQL files, since you only download
specific ones without affecting the others. If you want to download
SQL files of multiple data sources, add -s "ID of another data
source" per data source to the command.

» The lineage harvester downloads the SQL files of the data sources and
stores them in a ZIP file per data source in the lineage harvester output folder.

What's next?

You can now prepare a configuration file for theSQL files of data sources that you want to
include in your technical lineage.

Prepare Informatica Intelligent Cloud Services <source ID>
configuration file
You use the lineage harvester configuration file to access Informatica Intelligent Cloud
Services Data Integration data objects. The lineage harvester processes the data objects
to create a technical lineage. You also have to prepare a specific <source ID>
configuration file that defines the Intelligent Cloud Services system name.
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Important You must prepare a <source ID> configuration file regardless of whether
the useCollibraSystemName property in your lineage harvester configuration files
is set to true or false.

Tip The name <source ID> configuration file refers to the value of the Id property in
the lineage harvester configuration file.

Prerequisites

You have Admin permission on all objects that you want to harvest.

Steps

1. Create a new JSON configuration file in the lineage harvester config folder.
2. Give the JSON file the same name as the value of the Id property in the lineage har-

vester configuration file.

Example The value of the Id property in the lineage harvester configuration
file is iics-source-1. Therefore, the name of your JSON file should be iics-
source-1.conf.

Important Your JSON file must have the file extension .conf.

3. For each Informatica Intelligent Cloud Services connection, you can add the fol-
lowing content to the JSON file:

Property Description

collibraSystemNames This section contains the system information for
Informatica Intelligent Cloud Services.

connections This section contains the system connection
information. This is required to reference to the
system or server of the connection.
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Property Description

connectionName The name of the connection.

collibraSystemName The system or server name of the connection.

connectionDefinitions This section contains the database, schema and
dialect information for each connection in
Informatica Intelligent Cloud Services.

Note You can add connection information
for each connection in the connections
section.

connectionName The name of the connection. The name must
match with the name in a connection name in the
connections section.

databaseName The name of your database.

schemaName The name of your schema.
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Property Description

dialect The dialect of the connection.

You can enter one of the following values:

o bigquery
o db2
o hana
o hive
o greenplum
o mssql
o mysql
o netezza
o oracle
o postgres
o redshift
o snowflake
o spark
o teradata

4. Save the configuration file.

Example of the <source-ID>.conf file

{
"collibraSystemNames": {

"connections": [
{

"connectionName": "DG_con_standby_cmdm_clientors",
"collibraSystemName": "PUBLIC"

},
{

"connectionName": "DG_con_dev_dg_dgiauser_su",
"collibraSystemName": "PUBLIC"

}
]

},
"connectionDefinitions": [

{
"connectionName": "DG_con_standby_cmdm_clientors",
"databaseName": "main",
"schemaName": "dbo",
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"dialect": "oracle"
},
{

"connectionName": "DG_con_dev_dg_dgiauser_su",
"databaseName": "main",
"schemaName": "dbo",
"dialect": "oracle"

}
]

}

Custom technical lineage
You can create a custom technical lineage to include metadata of data sources that are
not supported. To do so, you need to create and configure a JSON file that defines the
custom technical lineage. You then add the properties of the JSON file to the configuration
file.

Example
You want to create a technical lineage that shows relations between tables and
columns from system A and system B, to system C, to system D (A and B -> C -> D).
System A, B and D are supported data sources, but system C is a custom
application. In this case, you can create a JSON file that contains the metadata of
system C. This allows you to create a custom technical lineage that would be
otherwise broken.

Create a custom technical lineage
You can create a custom technical lineage to include metadata of data sources that are
not supported.
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You can create two types of custom technical lineages:

l A simple custom technical lineage, which defines a basic object hierarchy and cre-
ates a lineage between two or more data objects.

l An advanced custom technical lineage, which contains a simple predefined technical
lineage and defines transformations to create the lineage.

Note In the local folder that you need to create, you can only have one JSON file.
You can, however, add other files in the harvested directory and subdirectories and
refer to those files from within the JSON file.

Prerequisites

l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l You have the necessary permissions for all database objects that the lineage har-
vester accesses.

l You have prepared the physical data layer in Data Catalog.

Note To stitch the data objects of data sources mentioned in the JSON file
with Data Catalog assets, you first have to register those data sources in Data
Catalog and you have to use a structure that matches the structure of ingested
assets in Data Catalog.

Create a simple custom technical lineage

1. Create a local folder.
2. Create a new JSON file in the local folder.
3. Name the JSON file lineage.json.

Warning If you name the JSON file differently, the process will fail.
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4. Add the following mandatory sections to the JSON file:

Properties Description

version The version of the JSON architecture.

Note Currently, you can only use version 1.0.

tree This section contains tree definitions of data objects between
which lineages can be defined. Each node of a tree contains
the name, type and optionally children or leaves properties
which form a hierarchy of data objects. You can reuse the
same properties in one node to map all data objects in the
hierarchy.

Tip Usually, the structure you map is the following:
system > database > schema > table > column. The
system is optional, unless the
useCollibraSystemName property is set to true in
the lineage harvester configuration file. The Collibra
Data Lineage can stitch these data objects to assets in
Data Catalog. However, you can also map custom
objects, for example dashboards and reports. Custom
objects cannot be stitched to assets in Data Catalog.

name The name of your data object. This is the system name,
database name, schema name, table name or column name.

Warning
o The names are case sensitive.
o The names of data objects of the same type must
be unique.

type The type of your data object. For example: system,
database, schema, table or column.
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Properties Description

children The sub-objects that have a hierarchical relation to the
defined data object. Each child also has the name and type
properties and can have children of its own, except for the
penultimate child which has leaves instead of children.
Leaves are children without children.

Note Use the children property to define sub-objects,
but use the leaves property if the object is on the
penultimate level. For example, to define columns that
have a relation to a table node.

leaves The sub-objects of another sub-object that is defined in a
children property, but cannot have sub-objects of their
own.

Note Technical lineage only shows relations between
leaf nodes of the tree. Leaves are usually columns that
have a relation to a table node in the tree structure.

lineages This section contains the path from a source to a target and
defines the mappings and transformations that should be
processed by the Collibra Data Lineage server.

Note If you create a lineage between data objects that
are also assets in Data Catalog, the Collibra Data
Lineage server automatically stitches the data objects
to the assets in Data Catalog. However, you can also
create a lineage between custom data objects that are
not assets in Data Catalog, for example reports and
dashboards.
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Properties Description

src_path The hierarchical path to the source data object. This data
object is shown as a leaf in the tree node.

<data
objects>

All data object names in the hierarchical path to the source
leaf.

Example of data objects that can be stitched: system >
database > schema > table > column.

Example of data objects that cannot be stitched: dashboard >
report > column.

trg_path The hierarchical path to the target data object. This data
object is shown as a leaf in the tree node.

<data
objects>

All data object names in the hierarchical path to the target
leaf.

Example of data objects that can be stitched: system >
database > schema > table > column.

Example of data objects that cannot be stitched: dashboard >
report > column.

mapping The mapping name. This refers to the queries used in the
technical lineage.

source_code The transformation code. This determines how the technical
lineage is constructed.

Tip The source code can be a SQL statement or code
that manipulates data.

5. In your configuration file, add the path to the directory where your JSON file is.
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Example of a JSON file for a simple custom technical lineage

{
"version": "1.0",
"tree": [

{
"name": "UserDB",
"type": "database",
"children": [

{
"name": "SCH",
"type": "schema",
"children": [

{
"name": "users",
"type": "table",
"leaves": [

{
"name": "membership_type",
"type": "column"

}
]

}
]

}
]

},
{

"name": "User dash",
"type": "dashboard",
"children": [

{
"name": "Memberships",
"type": "report",
"leaves": [

{
"name": "Type",
"type": "column"

}
]

}
]

}
],
"lineages": [

{
"src_path": [

{"database": "UserDB"},
{"schema": "SCH"},
{"table": "users"},
{"column": "membership_type"}

],
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"trg_path": [
{"dashboard": "User dash"},
{"report": "Memberships"},
{"column": "Type"}

],
"mapping": "make_report",
"source_code": "report = rep(data)"

}
]

}

Create an advanced custom technical lineage

1. Create a local folder.
2. Create a new JSON file in the local folder.
3. Name the JSON file lineage.json.

Warning If you name the JSON file differently, the process will fail.

4. In the same local folder, store all of the source codes that you want to reference in
the JSON file.

5. Add the following sections to the JSON file:

Properties Description

version The version of the JSON architecture.

Note Currently, you can only use version 1.0.
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Properties Description

tree This section contains tree definitions of data objects
between which lineages can be defined. Each node of a tree
contains the name, type and optionally children or leaves
properties which form a hierarchy of data objects. You can
reuse the same properties in one node to map all data
objects in the hierarchy.

Tip Usually, the structure you map is the following:
system > database > schema > table > column. The
system is optional, unless the
useCollibraSystemName property is set to true in
the lineage harvester configuration file. The Collibra
Data Lineage can stitch these data objects to assets
in Data Catalog. However, you can also map custom
objects, for example dashboards and reports.
Custom objects cannot be stitched to assets in Data
Catalog.

name The name of your data object. This is the system name,
database name, schema name, table name or column
name.

Warning
o The names are case sensitive.
o The names of data objects of the same type must
be unique.

type The type of your data object. For example: system,
database, schema, table or column.
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Properties Description

children The sub-objects that have a hierarchical relation to the
defined data object. Each child also has the name and type
properties and can have children of its own, except for the
penultimate child which has leaves instead of children.
Leaves are children without children.

Note Use the children property to define sub-objects,
but use the leaves property if the object is on the
penultimate level. For example, to define columns
that have a relation to a table node.

leaves The sub-objects of another sub-object that is defined in a
children property, but cannot have sub-objects of their
own.

Note Technical lineage only shows relations
between leaf nodes of the tree. Leaves are usually
columns that have a relation to a table node in the
tree structure.

lineages This section contains the path from a source to a target and
defines the mappings and transformations that should be
processed by the Collibra Data Lineage server.

Note If you create a lineage between data objects
that are also assets in Data Catalog, the Collibra Data
Lineage server automatically stitches the data objects
to the assets in Data Catalog. However, you can also
create a lineage between custom data objects that
are not assets in Data Catalog, for example reports
and dashboards.
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Properties Description

src_path The hierarchical path to the source data object. This data
object is shown as a leaf in the tree node.

<data
objects>

All data object names in the hierarchical path to the source
leaf.

Example of data objects that can be stitched: system >
database > schema > table > column.

Example of data objects that cannot be stitched: dashboard
> report > column.

trg_path The hierarchical path to the target data object. This data
object is shown as a leaf in the tree node.

<data
objects>

All data object names in the hierarchical path to the target
leaf.

Example of data objects that can be stitched: system >
database > schema > table > column.

Example of data objects that cannot be stitched: dashboard
> report > column.

mapping_ref The mapping of the source codes that are located in the
same directory of the JSON file and their positions in the
technical lineage.

Note The positions are zero based. The first
character in a sequence has position 0.
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Properties Description

source_code The source code for which you provide a path in the
codebase_files node.

Tip The source code can be a SQL statement or
code that manipulates data.

mapping The mapping name of the mapping defined in the
codebase_files node.

codebase_
pos

The positions of a source code file that is located in the
same directory of the JSON file. These source code
positions will be highlighted under the technical lineage of a
column.

codebase_files This section defines the reference to source code files that
are stored in the same directory as the JSON file.

<source code
path>

The reference to source code that is located in the same
directory as the JSON file. This contains mappings of the
source codes and their positions.

mapping_
refs

The mapping of the source code for which you provided the
path in <source code path>.

6. In your configuration file, add the path to the directory where your JSON file is.

Example of a JSON file for an advanced custom technical lineage

{
"version": "1.0",
"tree": [

{
"name": "UserDB",
"type": "database",
"children": [

{
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"name": "SCH",
"type": "schema",
"children": [

{
"name": "users",
"type": "table",
"leaves": [

{
"name": "membership_type",
"type": "column"

}
]

}
]

}
]

},
{

"name": "User dash",
"type": "dashboard",
"children": [

{
"name": "Memberships",
"type": "report",
"leaves": [

{
"name": "Type",
"type": "column"

}
]

}
]

}
],
"lineages": [

{
"src_path": [

{"database": "UserDB"},
{"schema": "SCH"},
{"table": "users"},
{"column": "membership_type"}

],
"trg_path": [

{"dashboard": "User dash"},
{"report": "Memberships"},
{"column": "Type"}

],​
"mapping_ref": {

"source_code": "user_utils.py",
"mapping": "showUserData",
"codebase_pos": [

{
"pos_start": 25,
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"pos_len": 31
}

]
}

}
],
"codebase_files": {

"user_utils.py": {
"mapping_refs": {

"showUserData": {
"pos_start": 0,
"pos_len": 56

}
}

}
}

}

What's next

When you're done configuring the JSON file, you can prepare the lineage harvester
configuration file and enter the correct properties to create a technical lineage using the
JSON file.

Harvesting materialized views that were
generated via an external script
The lineage harvester can harvest materialized views that are native to a data source—
meaning the data flow is performed by SQL code stored in the data source. If, however, an
external script is used to materialize views into tables, so to speak, they cannot be
harvested by the lineage harvester. In this case, you could create a custom technical
lineage, but it could be difficult to correctly configure the JSON file.

Tip We recommend creating a script to generate a list of SQL queries to be
harvested by the lineage harvester.

For each pair of source (view) and target (materialized view table), create a script as
follows:
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INSERT INTO 'dhw.sales.mv_customers'
SELECT * FROM 'dhw.sales.v_customers';

The generated SQL queries then need to be harvested by the lineage harvester. There are
two options for this, depending on where you choose to store the generated SQL code:

l If you store the SQL code in text files, it is harvested using an additional SqlDirectory
type source.

l If you store the SQL code in a table in the data source, you need to modify the har-
vesting query, to harvest the table.
In this case, actually, the generated SQL queries don't have to be stored anywhere;
rather, they are generated on the fly by a harvesting query. Modify the harvesting
query as follows:

SELECT
t.table_name,
t.ddl as sourceCode,
CONCAT(t.table_schema, '.', t.table_name) as groupName,
t.table_schema as schemaName

FROM `##PROJECT_ID##`.`##DSNAME##`.`INFORMATION_
SCHEMA.TABLES` t
WHERE t.table_type IN ('MATERIALIZED VIEW','VIEW')

UNION ALL

SELECT
CONCAT('m', t.table_name),
CONCAT('INSERT INTO `m', t.table_name, '` SELECT * FROM

`', t.table_name, '`') as sourceCode,
CONCAT('Generated m', t.table_schema, '.', t.table_name)

as groupName,
t.table_schema as schemaName

FROM `##PROJECT_ID##`.`##DSNAME##`.`INFORMATION_
SCHEMA.TABLES` t
WHERE

t.table_type IN ('VIEW')
AND STARTS_WITH(t.table_name, 'v_')

The second SELECT generates the necessary INSERT INTOs for all views in your
data source that have a name starting with v_.
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Manage technical lineage ingestion
You can manage which data objects, for example columns and tables, are ingested in the
technical lineage. By doing this, you can decide:

l Which data objects you want to visualize in the technical lineage.
l Between which columns you want to create new relations of the type "Data Element
targets / sources Data Element" into Catalog.

You can manage technical lineage ingestion by creating a customized SQL file. In the SQL
file, you can exclude data objects or change queries that are used to extract data from the
database.

Note
l If you change queries, you can only use supported SQL syntax.
l The customized SQL file is not supported.
l The lineage harvester does not support proxy server authentication, but you
can manually connect to a proxy server via command line. For more
information, see Connecting to a proxy server.

Steps

1. Open the lineage harvester folder.
2. Go to the sql folder and open the folder of the data source type of which you want to

exclude tables or schemas or change queries.
3. Create a copy of the file you want to edit.
4. Rename the copy to [original name]-custom.sql.

Example You want to change the file columns.sql, so you name the copy of
this file and rename it to columns-custom.sql.

5. Delete or edit the content of the new SQL file to include or exclude specific tables or
schemas or change specific queries in the file.

6. Save the new SQL file.
» The lineage harvester uses the new file and ignores the old one.
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Schedule jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to make the
lineage harvester run scheduled jobs at specific times, dates or intervals. In a scheduled
job, the lineage harvester uploads data source information to the Collibra Data Intelligence
Cloud and Data Catalog automatically creates new relations of the type "Data Element
sources / targets Data Element"

l Between data objects in your data source and assets from registered data sources.
l Between ingested assets from BI sources and Data Catalog assets from registered
data sources.

You can run one scheduled job for each data source that is listed in the same configuration
file.

Note If you provide the passwords to your Collibra environment and/or to your
individual data sources via stdin, you have to use the correct command.

Example You created a configuration file with two data sources. Data source A can
run a scheduled job each day at 11 pm, while data source B can run a scheduled job
every two days at 6 am.

Delete the technical lineage of a data source
You can delete the technical lineage of a data source if you no longer want to see it in the
technical lineage graph.

Note You always need at least one source in your lineage harvester configuration
file.

Prerequisites
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
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l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o All Collibra Data Lineage servers within your geographical location:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o The host names of all databases in the lineage harvester configuration file.

Steps

1. In the lineage harvester folder, open your lineage harvester configuration file.
2. Delete the section with connection properties of the data source you no longer want

to see a technical lineage for.
3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the password to connect to your Collibra Data Intelligence
Cloud and data sources in the configuration file.
» The lineage harvester uploads the metadata of the remaining data sources in the
configuration file to the Collibra Data Lineage server.
» The Collibra Data Lineage server synchronizes the technical lineage and
removes the deleted data source from the technical lineage graph.
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Technical lineage viewer
The technical lineage viewer shows the technical lineage and allows you to edit the view.
You can access the technical lineage viewer via the Technical lineage tab on Column and
Table asset pages and BI assets of the same level.

Tip For more information about the technical lineage for Looker or Power BI, we
highly advise you to read the dedicated sections in the user guide.

Technical lineage tab
You can only see the Technical lineage tab on a Column or Table asset page when you
have the following prerequisites:

l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.

Technical lineage viewer
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No Name Description

Toolbar The toolbar to work with technical
lineage. The toolbar helps you to edit
basic settings that apply to the entire
lineage.

Drop-down list to determine which
details (attributes, objects or trans-
formations) you want to show in the
technical lineage graph.

Button to zoom in on the technical
lineage.

Button to zoom out on the technical
lineage.

Button to refresh the technical lineage.
This discards all the changes that you
made to the technical lineage and
restores it to the initial state.

Button to reposition the technical
lineage to the starting position.

Button to show or hide the legend
panel.

Button to show or hide the source
code pane.
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No Name Description

Button to show or hide the Browse
and Settings tab panes.

Technical lineage graph The actual visualization of the
traceability of the current data object,
according to your selection in the
Browse tab pane.

If you select a specific column in a
table with multiple columns, you can
click Collapsed columns [menu] to
show all other columns, collapse all
columns or only show selected
columns in the same table.

Tip Data objects that are
stitched to assets in Data
Catalog have a yellow
background. Other data objects
that the lineage harvester
collected from your data source,
but are not stitched and
therefore are not assets in Data
Catalog, have a gray
background.
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No Name Description

Tab panes Tab panes that contain useful tools to
browse through your technical lineage
or determine which content is
visualized in the technical lineage.

Browse tab pane This pane can be used to search for
specific data objects or show statistics
on the amount of tables and views in
use. More information.

Settings tab pane This pane can be used to search for
transformation code, edit the
visualization of the technical lineage,
see the status of the source code,
check the stitching results or export
your technical lineage to PDF, PNG or
CSV. More information.
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No Name Description

Source code pane The source code pane shows the
source code of specific data objects. It
can be used to easily find issues in the
data flow.

The source code pane is shown when
you click in the toolbar or when you

right-click a column or table and click
Transformations (IN) or
Transformations (OUT) which shows
the transformation logic in the source
code pane.

The technical lineage graph
The technical lineage graph consists of nodes and edges. Each node represents a
corresponding object in a data source. Each edge shows a relation between nodes.

Nodes and edges in the technical lineage graph show how data flows from source to
destination. Understanding the nodes and edges better, enriches your technical lineage
experience.

Consider the following visual elements in the technical lineage graph:

l Relation types
l Messages
l Colors
l Icons
l Arrows
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l Collapsed attributes menu
l Right-click menu

Relation types

The technical lineage graph shows relations between columns in the graph. The Collibra
Data Lineage creates and shows the following relation type between stitched assets and
other data objects:

Head Role Co-role Tail ID

Data
Element

targets sources Data
Element

00000000-0000-0000-0000-
000000007069

Messages

The technical lineage graph might show different messages to alert you. The following
messages are the most common:

Message Description

Nodes count exceeds the limit
350.

Edges count exceeds the limit
1,000.

The technical lineage graph exceeds the limit of 350
nodes or 1,000 edges and is too large to display.
This happens, for example, if you have a table with
many columns and you try to show the technical
lineage of all columns in a table in one graph.

Note You cannot manually change this limit.

The current asset doesn't have a
technical lineage yet.

This message is shown if you didn't create a
technical lineage for the data source of the asset.

Use the Browse tab pane to navigate through the
data object for which a technical lineage graph is
available.
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Message Description

Technical lineage cannot be
shown.

The technical lineage graph cannot be shown,
because there are too many data objects. This
happens, for example, when you created a
technical lineage for multiple data source and you
click All data objects in the Browse tab pane.

Use the Browse tab pane to view specific parts of
the technical lineage graph or click the suggested
data objects to see their graph.

Colors

The technical lineage graph shows different colors to indicate which data objects are
stitched to assets in Data Catalog and which are not.

Background colors

The background color of a node indicates whether or not the data object was stitched to an
asset in Data Catalog, and whether something went wrong.

A node has one of three background colors:

Color Description

Yellow Data objects from your data source that are stitched to assets in Data
Catalog
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Color Description

Gray Data objects, for example temporary tables and columns, that the
lineage harvester collects from your data sources, but are not stitched
to assets in Data Catalog.

Warning We do not support stitching for Looker or
MicroStrategy assets. We do support stitching for Power BI
assets, but the stitched assets still have a gray background.
This is a known issue.

Red Attributes that are automatically assigned to a data object, because of
missing DDL statements. If you want to remove objects with a red
background, change the statements and rerun the lineage harvester.

Since a technical lineage shows how data flows from source to destination, it is possible to
see a lineage graph with both yellow, red and gray nodes.

Example The following technical lineage graph shows two nodes with a gray
background and three nodes with a yellow background. Node 1 and 4 contain data
objects that are not stitched to assets in Data Catalog while nodes 2, 3 and 5
contain existing assets in Data Catalog that were stitched to the corresponding data
objects when you created the technical lineage.

Font colors

The font color of data objects in the technical lineage graph indicates whether or not there
is a relation between this data object and one or more other data objects.

A node has one of two font colors:
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Color Description

Black At least one direct or indirect relation exists between the data object
and another.

Gray No relation exists between the data object and another.

Example The following technical lineage graph shows three nodes. The node 1
contains data objects that have no incoming or outgoing edges to other data objects
in the technical lineage. Nodes 2 and 3 only contain data objects that have a relation
to other data objects in the technical lineage.

Icons

Collibra uses various icons in the technical lineage graph.

Icon Description

The name of a table was found by the full-text search in the source
code on which the analysis failed. Consequently, the lineage flow of
the table is probably incomplete.

If you click Show failed SQLs on the right click menu of the table, the
failed SQL queries appear in the source code pane at the bottom of
the page.

The lineage is cyclic, for example A→ B→C→A. It only appears if
you enabled the only ending points option in the Settings tab pane.
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Icon Description

A relation for the data objects exists, but it isn't shown, for example
because you set the technical lineage flow depth to a lower value than
the actual graph size.

Example The following Technical lineage graph shows two nodes. The first node
has an icon to indicate that the lineage flow you currently see is probably
incomplete. The second node has three data objects that have a relation to other
data objects, but the edges that represent that relation are not shown.

Arrows

Arrows are incoming or outgoing edges that show how the data flows from source to
destination. They represent relations of the type "Data Element sources / targets Data
Element".

There are two ways in which an arrow can be shown:

Arrow type Description

Single Shows the full lineage without skipping certain data objects.

Double Shows that there are hidden data objects in the technical lineage
graph. This happens when only the endpoints of the technical lineage
flow are shown.
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Example The following Technical lineage graph shows three nodes. Edges with
double arrows are shown between node 1 and 3. These edges indicate that there
are other nodes between these nodes in the full technical lineage flow. Node 2 has
outgoing edges with single arrows. These edges indicate that there is a direct
relation between node 2 and 3.

Collapsed attributes menu

If you select a specific column in a table with multiple columns, you can click Collapsed
attributes [menu] to show all columns, collapse all columns or only show selected
columns in the same table.

Right-click menu

If you right-click a node, you can perform several specific actions on that node.

Chapter 1

167



Chapter 1

Functionality Description

Column/Table lineage Switch to the technical lineage graph of the selected column
or table.

Transformation (IN) Show the transformation logic of the incoming source code
fragments in the source code pane.

Transformation (OUT) Show the transformation logic of the outgoing source code
fragments in the source code pane.

Lineage tree Show an alternative way to view the flow of data objects,
called the lineage tree. The lineage tree is particularly useful
if there are many nodes in a lineage. It enables you to see
the entire lineage in one pop-up, which means you no longer
have to scroll through the technical lineage graph to see the
full lineage.

The lineage tree uses arrows to visualize the traceability of
data objects:

l Green arrows represent outgoing edges.
l Black arrows represent incoming edges.

Custom features When the lineage flow of the table is incomplete or there is
an issue in the source code of a data object, the right-click
menu shows the Show failed SQLs option. If you click this
option, the source code pane opens and shows the SQL
queries that failed.
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Technical lineage Browse tab pane
The Browse tab pane allows you to navigate to and search for a specific data object within
the technical lineage tree.

No Name Description

Search A search field that you can use to find a specific data object.

All data objects A link to the complete technical lineage, showing all data
objects in your data sources.
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No Name Description

Navigation tree A navigation tree in which you can search for specific data
objects and visualize them in your technical lineage. The
data objects are grouped by node type and have the
following structure: system (if applicable) > database >
schema > table > column.

Note The list of data objects contains all systems,
databases, schemas, tables and columns that were
collected from the data sources by the lineage
harvester. If available, it also shows the technical
lineage of BI sources, for example Power BI and
Looker. In that case, the structure follows the existing
structure in the BI source metadata.

Note The UNUSED branch contains data objects that
were detected by Collibra Data Lineage, but are not
included in any Technical lineage.
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No Name Description

Stats Statistics that show which information is or is not visualized
in the technical lineage. The statistics contain the following
data:

l Tables: the amount of tables that are shown in the tech-
nical lineage.

l Views: the amount of views that are shown in the tech-
nical lineage.

l Unused tables: the amount of tables in your data source
that are not shown in the technical lineage.

Tip This metric is hidden when there are no
unused tables.

l Unused views: the amount of views in your data source
that are not shown in the technical lineage.

Tip This metric is hidden when there are no
unused views.

l Done: the amount of queries that were processed suc-
cessfully.

l Parsing errors: the amount of queries with invalid or
unidentified syntax.

l Analyze errors: the amount of columns that are not linked
to a table.

Technical lineage Settings tab pane
The Settings tab pane allows you to edit the technical lineage, search for queries and
export the technical lineage.
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No Name Description

Search field A search field to find specific transformation code in a selec-
ted object or attribute. As you type, corresponding object
names from the technical lineage appear in a drop-down list.
If you press Enter, the technical lineage only shows the
parts that contain your search word(s).
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No Name Description

Visualization
options

Options to define how you will see the data objects in the
technical lineage.

Group by
parent object

Option to group tables and columns together by their
hierarchical parent object.

Example A schema is the parent object of a table.

Only ending
points

Option to hide all data objects in the middle of the data flow
and only show the ending points of the technical lineage.

Depth A slider that determines the maximum flow depth. The
relation path length from the first node in the technical
lineage graph to any other node is automatically adjusted to
the maximum flow depth.

If you see in the technical lineage graph, the flow depth is

set to a lower value than the actual graph size.

Dependencies Drop-down to select the dependencies that you want to
visualize. You can select one of the following dependencies:

l Inbound dependencies only
l Outbound dependencies only
l 2-way dependencies

Show indirect
dependencies

Option to enable indirect dependencies.

Chapter 1

173



Chapter 1

No Name Description

Export Button to export your technical lineage. You can choose
among the following export types:

l PDF
l PNG
l CSV
l Full CSV
l JSON

Show status Button to switch to the Sources tab page, which shows the
analysis log files of your data sources and the Stitching tab
page, which shows an overview of assets and data objects
and shows which are stitched.

Technical lineage Sources tab page
When you create a configuration file and run the full-sync command in the lineage
harvester, your data sources are uploaded to the Collibra Data Lineage server to be
analyzed and processed. The Sources tab page shows the transformation details or
source code that was analyzed and the results of this analysis.

You can access the Sources tab page by clicking Show status on the Settings tab pane.

Note If an analyzed data source has the following result, the data source does not
appear in the Sources tab page:
Parsing errors: 0
Analysis errors: 0
Done: 0
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No Name Description

Summary per data
source

A summary per data source. You can also select data
sources to filter the results.

Selected Checkboxes to filter on a data source in the
transformations table. If you select none, the
transformations table contains all transformations.

Source ID The ID of your data source. You entered this ID in the
configuration file.

Scanner type The type of scanner that is used to scan the queries in
your data source.

Success rate The success rate of the data source analysis on the
Collibra Data Lineage server. The success rate indicates
how complete your technical lineage is.

Important The success rate of a technical lineage
gives a good indication of the processing success.
A success rate less than 100%, however, does not
mean processing was unsuccessful. A parsing
error, for example, which negatively affects the
success rate, does not always negatively affect the
completeness of the lineage.

Done The amount of queries that were scanned and analyzed.

Parsing Error The amount of parsing errors.

Analyze Error The amount of analysis errors.

Last sync time The last time the data source was uploaded to the Collibra
Data Lineage server, for analysis and processing.
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No Name Description

Search tools Tools to help you search for specific source code frag-
ments.

Full-text
search

A search field to find specific queries in the log files. Type
what you are looking for and press Enter.

Filter by A drop-down list to filter the source codes based on their
status code.
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No Name Description

Transformations
table

The table that contains details of the transformations and
source code (fragments).

You can filter the rows in the table by selecting data
sources in the data source table and by using the search
tools.

Tip If you click a source code fragment, you can
see the log file attached to it.

ID The ID of the source code fragments or transformation
details, which are assigned in chronological order.

Name The name of the specific source code fragment or
transformation detail.

You can also see the source code fragment name in the
source code pane in the technical lineage graph.

Status code The status of the analysis.

A source code fragment or transformation detail can have
one of the following status codes:

l DONE: All queries are processed successfully.
l ERROR: Some queries could not be processed.
l PARSING_ERROR: The syntax of some queries is invalid
or unidentified.

l ANALYZE_ERROR: Some columns are not linked to a
table.

Status
description

The description of the status code that provides more
information about the analysis and shows how many
queries were processed.
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No Name Description

Group name The name of the package or procedure to which the
source code fragment or transformation details belongs.

Show lineage Button to go back to the technical lineage graph.

Analysis results

If you click one of the rows in the Transformations table, a file with the analysis results
attached to the source code or transformation details opens. You can use these files to
easily find errors in the source code or transformation details of your data source.

Technical lineage Stitching tab page
The Stitching page shows the full path of assets in Data Catalog and data objects of the
data sources for which you created a technical lineage. You can use it to easily check
which assets are stitched and which are not.

You can access the Stitching tab page by clicking Show status on the Settings tab pane.
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No Name Description

Search field A search field to find specific assets or data objects. Type
what you are looking for and press Enter.

Full asset path The full path to all data objects on the Collibra Data Lineage
server and all assets in Data Catalog.
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No Name Description

Found in The location where the asset or data object was found. There
are three possible locations:

l Data Catalog: The asset was found in Data Catalog, but it
does not match the full path of a data object on the Col-
libra Data Lineage server. As a result, there is no technical
lineage created for this asset.

l Technical lineage: The data object was found in the data
source for which you created a technical lineage, but it
does not match the full path of an asset in Data Catalog.
As a result, the data object is shown in technical lineage
with a gray background.

l Data Catalog & Technical lineage: An asset and a data
object with the same full path were found in Data Catalog
and on the Collibra Data Lineage server. As a result, they
were stitched and are shown in technical lineage with a
yellow background.

Show lineage The button to go back to the technical lineage graph.

Technical lineage export types
If you want to share a technical lineage graph of your technical lineage, you can export the
information to one of the following export types, via the Settings tab pane:

l PDF
l PNG
l Graph CSV
l Full Batch CSV
l JSON Lineage
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PDF and PNG

The PDF and PNG exports show only the technical lineage graph of the selected table or
column.

Graph CSV

The CSV export option generates a ZIP file with the following CSV file:

File name File content

current_graph_column_
lineage.csv

The technical lineage graph of the selected column or table.

Full Batch CSV

The Full CSV option generates a ZIP file with the following CSV files:

File name File content

current_graph_column_
lineage.csv

The technical lineage graph of the selected column or table.

full_batch_column_
lineage.csv

The technical lineage graph of the full technical lineage.
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Example

The current_graph_column_lineage CSV file and the full_batch_column_lineage CSV files
show the same information, but with a different scope. These files show how data flows
from source to target.

No Column Description

source_system The name of the source system.

Note This column is only
shown when
useCollibraSystemName
is set to true in the lineage
harvester configuration file.

source_database The name of the source database.

source_schema The name of the source schema.

source_table The name of the source table.

source_column The name of the source column.
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No Column Description

target_system The name of the target system.

Note This column is only
shown when
useCollibraSystemName
is set to true in the lineage
harvester configuration file.

target_database The name of the target database.

target_schema The name of the target schema.

target_table The name of the target table.

target_column The name of the target column.

procedure_name The name of the stored procedure.
This column remains empty when
an object in your technical lineage
doesn't have stored procedure.

Warning This column is
deprecated and will be
removed in the future.

query_name The name of the specific source
code fragment or transformation
detail.

You can use this name to search for
more information in the Sources tab
page.
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Tip The names of the source and target objects indicate the full path of the object.
For example, the full name of a column is (system) > database > schema > table >
column. This path is used to stitch your technical lineage objects to assets in Data
Catalog.

JSON Lineage

This export option generates a JSON file that is formatted in the same manner that is
required for creating a custom technical lineage.

Export the technical lineage information

If you want to share a technical lineage graph or the transformation logic of your technical
lineage, for example with colleagues who don't have access to Collibra, you can export the
information. For complete details on the various export options, see Technical lineage
export types.

Steps

1. In the Technical lineage viewer, click the Settings tab.
2. Click Export.
3. Click the export type.

» The technical lineage information is downloaded.
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Technical lineage troubleshooting
This section describes what you can do when you encounter issues running the lineage
harvester, browsing through a technical lineage or stitching data source objects in your
data source to existing assets in Data Catalog.

Technical lineage general troubleshooting
This topic contains the following information:

l Most common issues
l Testing connectivity
l Password errors

Most common issues

The following messages or other issues can appear when you run the lineage harvester,
view a technical lineage or upload the new relations to Data Catalog via Collibra Data
Lineage.

Tip For a list of all error codes and messages that the lineage harvester displays,
please see the lineage harvester error codes section.

Problem Solution

You get the following error message:

Could not find or load main class

lineage.lineage-harvester-<version

nr.>

This error message appears when the
folder path to the lineage harvester is
invalid. Check the folder path and make
sure that it does not contain
whitespaces.
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Problem Solution

You get the following error message:

Failed to load file '<file-name>'.

If the file is not in UTF-8, please

convert it accordingly.

This error message appears if the
lineage harvester tries to read a non-
UTF-8 SQL file of a data source with
connection type SqlDirectory. To
solve this issue, convert all SQL files to
UTF-8 and rerun the lineage harvester.

The lineage harvester does not connect to
hosts using a proxy server.

Technical lineage does not support
proxy server authentication, but you
can connect to a proxy server. For
complete details, including the
necessary commands, see Connecting
to a proxy server.
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Problem Solution

You get the following error message or a
similar certificate error:

Source '<data source name> failed

with exception:

javax.net.ssl.SSLHandshakeExceptio

n: General SSLEngine problem

This message appears when the proxy
server sends an unexpected certificate
to the lineage harvester or when the
default Java TrustStore is empty or
outdated.

First update Java and rerun the lineage
harvester to see if that resolves the
issue. If the same error message is
shown, try the following:

On Windows

Note In the following example
commands, we refer to the
techlin-gcp-us server. You
should refer to the correct
CollibraData Lineage server in
the geographic location of your
Collibra Data Intelligence Cloud
environment.

1. Run the following command to
extract the certificate from the
Tableau server:
keytool -printcert -rfc -

sslserver techlin-gcp-us.-

collibra.com:443 > tableau-

cert.crt
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Tip Replace the URL techlin-
gcp-us.collibra.com with the
URL for your Tableau server,
which you specify in the
lineage harvester
configuration file. This will
create a file named tableau-
cert.crt in the folder where you
run this command.

2. Run the following command to find
the location of your JAVA_HOME:
echo %JAVA_HOME%

» The location path will be some-
thing like the following: C:\Program
Files\Java\jdk-17.0.2

3. Use the location path of your JAVA_
HOME in the following command, to
import the tableau-cert.crt file into
the cacerts file found above.
keytool -importcert -file

tableau-cert.crt -alias

"TableauProdServerCert" -

keystore "C:\Program

Files\Java\jdk-

17.0.2\cacerts"

Note You can specify a
different alias, if you want.

4. Run the following command:
keytool -list -keystore

"C:\Program Files\Java\jdk-

17.0.2\lib\security\cacerts"
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| findstr "Tableau"

5. Enter the keystore password.

Tip The password is typically
changeit.

» A list of all certificates that match
the Tableau string in the
"C:\Program Files\Java\jdk-
17.0.2\cacerts" file is shown.

Tip In the list of certificates,
look for the one that you
imported in step 3. If it's listed,
it means the "C:\Program
Files\Java\jdk-17.0.2\cacerts"
file has the certificate needed
to validate the Tableau server.

6. Run the following command to have
the lineage harvester use the
cacerts file that you just updated.
set JAVA_OPTS=-

Djavax.net.ssl.trustStore="

C:\Program Files\Java\jdk-

17.0.2\lib\security\cacerts"

-

Djavax.net.ssl.trustStorePa

ssword="changeit"

7. Run the following command to test
the synchronization:
./lineage-harvester.bat

full-sync -s tableau

On Linux
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Note
l In the following example
commands, we refer to the
techlin-gcp-us server. You
should refer to the correct
CollibraData Lineage server
in the geographic location of
your Collibra Data Intelligence
Cloud environment.

l If you want to add an existing
certificate to the Java
TrustStore, instead of creating
a new Keystore, replace
"<your keystore name>" in
steps 2 and 3, with the path to
the cacerts file in your Java
installation, for example
%JAVA_
HOME%\jre\lib\cacerts.

1. Use the following command to get a
certificate from the corresponding
techlin-gcp-us.com site, which is
part of the CollibraData Lineage
infrastructure:
openssl x509 -in <(openssl

s_client -connect techlin-

gcp-us.collibra.com:443 -

prexit 2>/dev/null) -out

techlin-gcp-us.crt

Tip If you already have a
correctly formatted certificate
on the server, you can skip
this step.
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Problem Solution

2. Add the certificate to the Java
TrustStore:
keytool -importcert -file

techlin-gcp-us.crt -alias

techlin-gcp-us -keystore

<your keystore name> -store-

pass changeit

3. Run the lineage harvester and use
the new TrustStore using the fol-
lowing parameter:
-Djavax.net.ssl.trustStore-

e=<your keystore name>

Example To synchronize
your data sources again, run
the following command:

./bin/lineage-
harvester full-sync -
Djavax.net.ssl.trustSt
ore=mykeystore
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You get the following error messages:

In the lineage harvester log file:

java.lang.Exception: No native

library found for os.name=Linux,

os.arch=x86_64, paths=

[/org/sqlite/native/Linux/x86_

64:/usr/java/packages/

lib/amd64:/usr/lib64:/lib64:/lib:/u

sr/lib]

In the console:

Failed to load native

library:<sqlite-file-name>. osinfo:

Linux/x86_64

java.lang.UnsatisfiedLinkError:

/tmp/<sqlite-file-name>: failed to

map segment from shared object:

Operation not permitted

The lineage harvester uses a
temporary file containing an SQLite
database as a cache file. That means
that you need write permission to the
/tmp folder.

If this action failed, you can specify
another directory with write
permissions using -
Dorg.sqlite.tmpdir=<path to a

temp directory>.

Example You have a temporary
directory with write permissions.
The path to this directory is
custom/temp. Run the lineage
harvester with the following
command:

./bin/lineage-harvester
-
Dorg.sqlite.tmpdir=custo
m/temp full-sync

You get the following error message:

Technical lineage is not enabled

for this Catalog instance.

First make sure that there are no
spelling errors in the Data Catalog

section of the configuration file. If your
configuration file is configured
correctly, but the issue is not solved,
create a support ticket to enable
Technical lineage for your Collibra Data
Intelligence Cloud instance in
Salesforce.
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You get the following error message:

The size of the import file is too

large (max size: 10 MB).

The file you are trying to upload
exceeds the size limit for uploaded
files.

Contact Collibra support to increase the
maximum file size.

You get the following error message:

Source 'X' was never successfully

processed..

This message appears when a source
that is specified in the lineage harvester
configuration file has never been
successfully processed by the Collibra
Data Lineage server.

You can either:

l Remove source 'X' from the con-
figuration file, and then run the com-
mand again.

l Run a full-sync of source X, and then
re-run the command that previously
failed.

Technical lineage is unavailable because the
selected table does not contain columns.

Technical lineage only includes tables
that have columns. Add a relation of the
type "Table contains/is part of Column"
between your Table asset and Column
assets.
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You get the following message in your
technical lineage:

The current asset doesn't have a

technical lineage yet.

This message appears if one or more of
the following situations apply:

l The data source of the current asset
is not included in the configuration
file. If you want a technical lineage
for this asset, add its data source to
the configuration file.

l You have upgraded to the lineage
harvester 1.3.0 or newer or you cre-
ated a technical lineage for the first
time. In this case, you may need to
restart your DGC service before you
can see the technical lineage.

l You see parsing errors. For more
information, see the Sources tab
page.

l The full name of one or more rel-
evant assets does not match any of
the names of the assets in the con-
figuration file, which causes auto-
matic stitching to fail. Make sure that
the information in the configuration
file and the Data Catalog physical
data layer matches:
o The relevant assets have rela-
tions between each other, for
example Technology asset
groups/is grouped by Technology
asset> → <Database asset> con-
tains/is part of <Schema asset>
contains/is part of <Table
asset> contains/is part of
<Column asset>.
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o The full name of your System
asset matches the name of your
system or the name you used in
the configuration file.

o The full name of your Database
asset matches the name of your
database or, for Google BigQuery
your project, or the name you
used in the configuration file.

o The full name of your Schema
asset matches the name of the
Schema of the data source or the
name you used in the con-
figuration file.

Tip Make sure that the full
path of each asset in Data
Catalog matches the full path
of the corresponding data
object from your data source
on the Stitching tab page.

196



Problem Solution

You get one of the following messages:

l Nodes count exceeds the limit

350.

l Edges count exceeds the limit

1000.

This message appears when the
technical lineage graph exceeds the
limit of 350 nodes or 1,000 edges, and
is too large to build. This happens, for
example, if you have a table with many
columns and you try to show the
technical lineage of all columns in a
table in one graph.

If you see this message, we
recommend that you browse through
the technical lineage graph on the
object level or select a single column in
the Browse tab pane.

Note You cannot manually
change these limits.
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You get the following error message in your
technical lineage for a Microsoft SQL Server
data source: "Oops, no data flow found

in your SQL scripts. Make sure you

upload DML queries like insert,

update, merge that moves data

between the tables."

This error message appears when you
run the lineage harvester to create a
technical lineage for a Microsoft
SQL Server data source without having
the correct permissions to the
SQL Server. As a result, the lineage
harvester processes empty files and
there is no technical lineage available
for this data source.

Make sure you have at least the
VIEW DEFINITION permission or
sysadmin role in Microsoft SQL Server.

Note If you use multiple users,
make sure that each one of them
has the proper permissions.
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You get the following error message:

net.snowflake.client.jdbc.Snowflake

SQLLoggedException: JDBC driver

internal error: Fail to retrieve

row count for first arrow chunk:

sun.misc.Unsafe or

java.nio.DirectByteBuffer.<init>

(long, int) not available.

The issue is relate to the Arrow library,
a dependency of the Snowflake JDBC
driver. The issue cannot be resolved.
Updating the Snowflake JDBC driver,
for example, doesn't help. However, the
following workaround does work.

On Windows

1. Run the following command:
set JAVA_OPTS="--add-

opens=java.base/java.nio=AL

L-UNNAMED"

2. In the same command line, run:
.\bin\lineage-harvester.bat

full-sync

On Linux
Run the following command:
JAVA_OPTS="--add-

opens=java.base/java.nio=ALL-

UNNAMED" ./bin/lineage-

harvester full-sync
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You get the following error message:

Source 'SnowflakeInfo' failed with

exception:

net.snowflake.client.jdbc.Snowflake

SQLException: SQL compilation

error:

Database 'SNOWFLAKE' does not exist

or not authorized.

To access the Snowflake shared read-
only database, you need a user that
has the Default role.

Tip You can use the
customConnectionPropertie
s property in the lineage
harvester configuration file to
assign the Default role to the
user, if the role is not assigned in
Snowflake. For example:
"customConnectionProperti
es": "role=default"

The import job fails.

Note If the import job fails during
import and the failing job is rolled back,
you can have both old and new
relations. The old relations were
created during the first job and the new
relations are created after the rollback.
If more than one job is triggered, only
the failed job is rolled back.

First, check the following:

l The asset ID must exist.
l The structure of the data must be cor-
rect.

l The cardinality of relation types
between asset types.

Then, rerun the import of relations.

Relations are not changed as expected. Check whether the lineage harvester
refreshed the data source via a
scheduled job. If the import job failed,
then the data source was not refreshed
and the previously created relations
stay the same. If that happened, rerun
the lineage harvester to import again.
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Manual relations are overwritten. We recommend that you do not
manually add relations of the type
"Data Element targets / sources Data
Element" between asset types that are
imported via the scheduled jobs. These
relations are overwritten every time the
scheduled job synchronizes the data
source.

Ingesting Looker or Power BI assets fails. For more information, see the following
sections:

l Looker troubleshooting.
l Power BI troubleshooting
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You get the following error message:

java.lang.OutOfMemoryError: Java

heap space

This error message indicates that Java
does not have enough memory
allocated to finish the task. This error
can happen anytime during Harvester
run. Follow these steps to increase the
maximum heap size.

Note 4 GB RAM is sufficient in
most cases, but more memory
could be needed for larger
harvesting tasks.

On Windows
Run the following command:
set JAVA_OPTS=-Xmx4g &&

.\bin\lineage-harvester.bat

full-sync

In this example, 4gmeans 4 GB.

Tip If you want to check the
default maximum heap size, run
the following command:
java -XX:+PrintFlagsFinal
-version | findstr
MaxHeapSize

On Linux
Run the following command:
JAVA_OPTS=-Xmx4g

./bin/lineage-harvester full-

sync

In this example, 4gmeans 4 GB.
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Tip If you want to check the
default maximum heap size, run
the following command:
java -XX:+PrintFlagsFinal
-version | grep
MaxHeapSize

You get the following error message:

java.lang.NoSuch.MethodError

This error message indicates that the
JAVA_HOME was not specified;
therefore, the harvester was using a
previous version of Java. With the
following commands, you can specify
the Java version to 11, which is needed
to successfully run the lineage
harvester:

l export JAVA_HOME=/us
l echo $JAVA_HOME
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You get the following error message:

Error: A JNI error has occurred,

please check your installation and

try again

Exception in thread "main"

java.lang.UnsupportedClassVersionEr

ror: harvester/Harvester has been

compiled by a more recent version

of the Java Runtime (class file

version 55.0), this version of the

Java Runtime only recognizes class

file versions up to 52.0 ...

In this error message, class file

versions up to 52.0 indicates that
Java 8 was used; however, lineage
harvester requires Java version 11 or
newer.

If there are multiple versions of Java
installed, the lineage harvester might
pick Java 8 instead of Java 11. You can
run the command java -version to
check your Java version.

To resolve this issue, set the path to the
correct Java installation directory, in the
JAVA_HOME environment variable. To
do so, run the lineage harvester with
the following command:

OnWindows:
set JAVA_HOME=\path\to\java_

11_dir && .\bin\lineage-

harvester.bat full-sync

On Linux:
JAVA_HOME=/path/to/java_11_dir

./bin/lineage-harvester full-

sync

Testing connectivity

You can check whether the lineage harvester can connect to the Collibra Data Lineage
server and Data Catalog.

1. Run the lineage harvester in command line.
2. Run the following command: test-connection.
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» The result shows if the lineage harvester can connect to the Collibra Data Lineage
server and Data Catalog.

The logs will also show the IP addresses of the Collibra Data Lineage servers that you
have to whitelist.

Password errors

If you mistyped the password or want to change an existing password, go to the lineage
harvester folder > config/pwd.conf and delete the lines below. As a result, the lineage
harvester will ask for the password again.

Tip If you have the lineage harvester version 1.3.0 or newer, you can also provide
your passwords via stdin or a password manager.

{
"url" : "<URL>",
"userName" : "<user>",
"password" : "<password>"

}

Technical lineage known issues and limitations
The following table shows known issues and limitations in the current lineage harvester
version.

Important The success rate of a technical lineage, as shown in the Sources tab
page, gives a good indication of the processing success. A success rate less than
100%, however, does not mean processing was unsuccessful. A parsing error, for
example, which negatively affects the success rate, does not always negatively
affect the completeness of the lineage.
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Known issue Description

Stitching results
of BI source have
a gray
background.

Usually, data objects that Collibra Data Lineage stitches to assets
in Data Catalog have a yellow background in the technical lineage
graph. However, assets of BI sources, for example Power BI, that
are stitched to other assets in Data Catalog currently have a gray
background. This does not indicate that stitching failed. You can
see which assets are stitched on the Stitching tab page.

The lineage
harvester
currently does not
support Java
version 16.

If you have Java version 16 and run the lineage harvester with the
full-sync command, the harvester fails during the API key
retrieval process.

As a workaround, we recommend the following:

1. Set the JAVA_OPTS to the following:

JAVA_OPTS='--illegal-access=deny'

2. Run the lineage harvester in the same command line window.

Collibra Data
Lineage does not
reuse the data-
base model or
DDL statements
from other
sources in the lin-
eage harvester
configuration file.

Currently, all sources in the lineage harvester configuration file are
analyzed separately. As a result, the database model and
DDL statements that are used for one source are not taken into
account when analyzing another source.

As a workaround, we recommend that you make sure that each
source has all DDL statements that it needs to be processed
properly.

Tip Saving the DDL statements in separate files and adding
the preview "_" before their names might speed up the
analysis of the DDL statements.
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Known issue Description

Harvesting an
Amazon Redshift
data source fails
when using a
CDATA JDBC
driver.

If you use a CDATA JDBC driver to harvest metadata from an
Amazon Redshift data source, you have to set the
queryPassthrough property in the connection configuration to
true, otherwise the driver fails to execute the query.

Note The queryPassthrough property is only required if
you are using the CDATA Redshift driver, for ingestion via
Edge. The lineage harvester via CLI uses the native Redshift
driver, which does not require the QueryPassthrough
property.

Lineage harvester messages
A message code is shown in the lineage harvester logs when something goes wrong
during the lineage harvester process. The message code indicates which part of the
harvesting process was skipped or failed and provides steps to resolve it.
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General lineage harvester messages

Message code Description

MSG-LIN-1001 The current asset does not have a technical lineage yet.

Only assets that are processed and stitched by Collibra Data Lineage
have a Technical lineage.

Look for the asset name in the navigation tree of the Browse tab pane,
to see if the asset was processed.

l If the asset name is not shown in the navigation tree, ensure that
the data source of the asset is included in the configuration file.

l If the asset name is shown in the navigation tree, ensure that you
correctly prepared the Data Catalog physical data layer
for technical lineage before you run the harvester. Specifically, the
full path of each asset in Data Catalog must match the full path of
the corresponding data object from your data source on the Stitch-
ing tab page.

Less likely factors, such as your lineage harvester version and parsing
errors can also lead to this error.

For complete troubleshooting information, see Technical lineage
general troubleshooting.

MSG-LIN-3000 This is an unknown or unclassified lineage harvester error. Create a
support ticket to report the issue.
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Message code Description

MSG-LIN-3001 The lineage harvester was able to successfully connect to the Collibra
Data Lineage servers, but received HTTP client error response.

If the error message contains Technical lineage is not enabled for
this Catalog instance, do the following:

l Make sure that the URL to your Collibra Data Intelligence Cloud in
the catalog section of the lineage harvester configuration file is
correct.

l Make sure that the username and password you use to sign in to
Collibra are correct.

l Make sure that Collibra Data Lineage is enabled for your Collibra
environment.

If the error message contains Enter a valid URL, do the following:

l This error is caused by an invalid URL. Make sure that the URL to
your Collibra Data Intelligence Cloud in the catalog section of the
lineage harvester configuration file is correct.

If the issue persists, please contact Collibra support or your customer
success manager.

MSG-LIN-3002 The lineage harvester was able to successfully connect to the Collibra
Data Lineage servers, but received an HTTP server error response.

Wait a few minutes and then run the lineage harvester again. If the
issue persists, please contact Collibra support or your customer
success manager.
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Message code Description

MSG-LIN-3003 The lineage harvester failed to retrieve the API key of your Collibra
Data Intelligence Cloud environment with Data Catalog from the
Collibra Data Lineage servers due to network connectivity issues.

To resolve this issue, do the following:

l Check your network connectivity.
l Make sure you have whitelisted the IP addresses of all Collibra
Data Lineage servers.

l Check your proxy settings.

Tip You can test your connectivity using the test-
connectivity command.

MSG-LIN-3004 Unable to determine the geographic location of your Collibra Data
Intelligence Cloud environment.

When you run the lineage harvester, it firsts connects to any available
Collibra Data Lineage server to determine your cloud provider and
geographic location of your Collibra environment. Then, the lineage
harvester sends the harvested metadata to the Collibra Data Lineage
sever with the same cloud provider and geographic location.

In this case, the geographic location of your Collibra environment
could not be determined. If the issue persists, please contact Collibra
support or your customer success manager.
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MSG-LIN-3005 Connection error due to Snowflake DB Client.

The lineage harvester encountered an error through the Snowflake
database connector SDK. This issue is specific to the Snowflake
connector, not the lineage harvester.

To resolve this issue, try the following:

l In JDK16, run the lineage harvester with the following command:
-Djdk.module.illegalAccess=permit

l In JDK17, run the lineage harvester with the following command:
--add-opens jdk.unsupported/sun.misc=ALL-UNNAMED

JAVA_OPTS="--add-opens=java.base/java.nio=ALL-

UNNAMED" ./bin/lineage-harvester load-sources

MSG-LIN-4000 The Collibra Data Lineage server is unable to connect to Data
Catalog.

To resolve this issue, try the following:

l Check your network connectivity.
l Make sure that the URL to your Collibra Data Intelligence Cloud in
the catalog section of the lineage harvester configuration file is
correct.

l Make sure the host names of all databases in the lineage harvester
configuration file are correct.

If the issue persists, please contact Collibra support or your customer
success manager.
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MSG-LIN-
19001

Connection not defined in config file.

This means that a connection to the system or server could not be
established.

To resolve this issue, try to ensure that you have correctly prepared
your Informatica Intelligent Cloud Services <source ID> configuration
file.

MSG-LIN-
19002

Taskflow failed to process because of missing connection definition.

A taskflow could not be processed because one of the mappings in
the taskflow refers to a connection that could not be extracted from the
<source ID> configuration file.

To resolve this issue, try to ensure that you have correctly prepared
your Informatica Intelligent Cloud Services <source ID> configuration
file.

SQL scanner messages

Message code Steps to resolve the issue

MSG-LIN-5001 This is an unexpected error. Create a support ticket to report your
issue.
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MSG-LIN-5002 <Object> not found, please provide DDL or object definition.

The scanner for SQL statements couldn't successfully complete its
analysis, due to a missing object definition. The error message
includes the name of the object.

This happens, for example, in a scenario whereby a SQL statement
such as "CREATE TABLE TMP AS SELECT * FROM ACCOUNTS" is
uploaded, but the definition for the table ACCOUNTS was not
uploaded.

In this case, it's impossible to extract lineage information, as the
structure of the table ACCOUNTS is unknown. Therefore "*" cannot
be expanded to an actual list of columns, which results in the error.

To resolve this issue, if you are uploading SQL statements as files,
you need to ensure that you provide DDL for all objects. You can
inspect the lineage harvester output to identify the queries that are
using the object in the error.

Upgrade the lineage harvester
Each new lineage harvester adds features and enhancements to the previous version. We
highly recommend that you always use the newest lineage harvester available.

Tip If you want to know the difference between versions of the lineage harvester,
see the lineage harvester changelog.

Upgrade to lineage harvester 1.3.0 and newer
The lineage harvester 1.3.0 enables you to connect to a Collibra Data Lineage server,
based on your geolocation and cloud provider.
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You only have to follow this upgrade procedure when you upgrade from lineage harvester
1.2.1 or older to lineage harvester 1.3.0 or newer or any time the server's geolocation or
cloud provider changes.

Tip We highly recommend that you always use the newest lineage harvester.

Steps

1. If you have strict firewall rules, whitelist one of the following IP addresses, based on
your Collibra geolocation and cloud provider:

o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

2. Download lineage harvester 1.3.0 or newer, from the Collibra Downloads page.
3. Install the lineage harvester.
4. Migrate the data sources in your old configuration file to the configuration file in the

new lineage harvester folder.
5. If your old configuration file had a techlin section, remove this section and all its

properties.
6. Optionally, add or remove data sources in your lineage harvester configuration file.
7. Use the full-sync command to synchronize all data sources in your configuration

file.
» The lineage harvester uploads your data sources to the Collibra Data Lineage
server with the new IP address.

Note If you have previously ingested Power BI, you must run the Power BI
harvester again before you run the lineage harvester.
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What's next?

You can now access your technical lineage via a Column, Table, Power BI Column or
Looker Look asset page.

Reuse a configuration file in a new lineage harvester
When you created a technical lineage using an older lineage harvester, you can easily
upgrade to the newest lineage harvester and reuse your configuration file.

Tip If you want to upgrade from a lineage harvester version older than 1.3.0 to a
newer version, please follow the steps in the lineage harvester upgrade topic.

Steps

1. Download the newest lineage harvester from the Collibra Downloads page.
2. Install the lineage harvester.
3. Migrate the data sources in your old configuration file to the configuration file in the

new lineage harvester folder.
4. Optionally, add or remove data sources in your lineage harvester configuration file.
5. Use the full-sync command to synchronize all data sources in your configuration

file.
» The lineage harvester synchronizes your data sources on the Collibra Data
Lineage server and refreshes your technical lineage.

The lineage harvester change log
Collibra Data Lineage is updated and improved on a regular basis. On this page, you can
see the most important changes between different versions of the lineage harvester. For a
complete list, see the release notes.
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Note In the documentation, we assume that you have the most recent version of
the lineage harvester. We highly recommend to download and use the newest
lineage harvester from the Collibra downloads page even if you are on an older
version of Collibra Data Intelligence Cloud.

Warning If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an
upgrade procedure.

The following list contains the most important changes to the lineage harvester and its
configuration file.

Changed
in version

New lineage harvester improvements

2022.07 l The lineage harvester now retries to get a batch status again if the first
HTTP call failed due to a network error.

l Fixed an issue that was causing custom SQL queries to be identified as
belonging to two different Tableau data sources. This resulted in a
"Unique constraint failed" error.

l Fixed an issue that was resulting in the No asset matches the specified
criteria error.

l When the lineage harvester fetches an access key for a data store, only
active records are now fetched. Inactive records are ignored.

l The lineage harvester is more resilient against authorization expiration
when ingesting Looker metadata.

l The lineage harvester log file now includes the following information:
o Your Tableau environment type: Tableau Online or Tableau Server
type

o The version of your Tableau environment
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Changed
in version

New lineage harvester improvements

2022.06 l When synchronizing Power BI, the last sync time is now correctly
shown in the Sources tab page.

l Fixed an issue that was causing the processing of harvested metadata
batches to run without coming to completion.

l When ingesting Power BI, if there are Oracle data sources, the Oracle
service name is now used, instead of the database name.

l When processing Tableau metadata, the Collibra Data Lineage servers
no longer replace ">>" by "<}", which was resulting in parsing errors.

l Fixed an [SQLITE_ERROR] issue that was breaking the technical lin-
eage when attempting to synchronize a data source.

l When processing Power BI metadata, SQL statements are now in
upper case.

l When creating a technical lineage for Tableau, any unnecessary brack-
ets “][“ in the names of schemas are now removed.

l When integrating Power BI, you can now ingest measures without DAX.
They are shown as attribute type Role in Report on Power BI Column
asset pages.
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Changed
in version

New lineage harvester improvements

2022.05
Warning The lineage harvester 2022.05 includes an internal format
change to the password manager pwd.conf file. This means that if
you use Lineage harvester 2022.05, you can no longer use the
pwd.conf file with an older harvester.

l You can now integrate Power BI in Data Catalog via the lineage har-
vester, meaning you no longer need to use the Power BI harvester.
Additional benefits include the following:
o Support for Power BI Data Flows.
o Descriptions of Power BI Reports.
o Statuses of Power BI Workspaces.
o Filtering and domain mapping.

Note The new Power BI integration method is specifically for
new integrations. For those who have been ingesting Power BI
via the Power BI harvester, we will soon release a migration
script.

l Collibra Data Lineage now also supports the following BI integrations:
o MicroStrategy
o SQL Server Reporting Services and Power BI Report Server.

l You can now use token-based authentication when creating a technical
lineage for Matillion.

Warning This enhancement is not backwards compatible. You
must update your configuration file.If you use the lineage
harvester 2022.05, you can no longer use the pwd.conf file with
an older harvester.

l The useCollibraSystemName property is now solely used for the con-
figuration of the system name.

l If you set the useCollibraSystemName property to true in your lin-
eage harvester configuration file, but don't define the system name in
the Tableau <source ID> configuration file, the system name in the
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Changed
in version

New lineage harvester improvements

Tableau technical lineage shows DEFAULT as the system name.
l If using a Tableau <source ID> configuration file:

o You can now use wildcards throughout the file.
o The hostName and connectorUrl properties are no longer case-sens-
itive.

l The PostgreSQL JDBC driver is now upgraded from from 42.3.2 to
42.3.3.

l The Apache Hive JDBC driver is now upgraded from 2.6.17.1020 to
2.6.19.2022.

l The lineage harvester no longer hangs when harvesting metadata from
certain data sources.

l The lineage harvester automatically refreshes Tableau tokens.
l You can now use the optional concurrencyLevel property in the lin-
eage harvester configuration file, to specify the internal sizing, meaning
the amount of tasks that can be executed at the same time.

2022.04 l You can now use the databaseMapping property in your Tableau
<source ID> configuration file, to map a Tableau technical database
name to the real database name.

l When providing connection definitions for Informatica PowerCenter, the
dbname property is no longer case-sensitive.

l When integrating Informatica PowerCenter data sources, Collibra Data
Lineage now correctly creates a technical lineage when useCol-
libraSystemName is set to true.
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Changed
in version

New lineage harvester improvements

2022.03 l By default, the lineage harvester no longer harvests images. If you want
to include images, include the optional excludeImages property in
your configuration file and set the value to false.

l When ingesting Tableau metadata, you can now leave empty the col-
libraSystemName property in your configuration file, even if the
useCollibraSystemName property is set to true.

l The lineage harvester now correctly shows the help overview when you
run the --help command.

l Hive source now skips harvesting DDL of exclusively locked tables.
l When you change the domain reference ID in the lineage harvester con-
figuration file, Tableau assets are now successfully deleted from the
previous domain and recreated in the new domain.

l You no longer see a Fiber Failed error while running the lineage har-
vester.

l Protobuf is upgraded to version 3.19.3.
l Fixed an issue that was causing incomplete technical lineage and stitch-
ing issues when using custom SQL in Tableau.

l Fixed an issue that resulted in a TableauHarvesterError when ingesting
Tableau metadata via the linage harvester.

l Fixed a NullPointerException when no column data type is harvested.
l Fixed an issue that was causing the ingestion of Looker metadata to
fail.

l Fixed an issue that was causing a JsonParseError when ingesting
Tableau metadata.

2022.02

1.4.4 The lineage harvester now supports:

l Technical lineage for Matillion. Redshift and Snowflake projects in Matil-
lion are supported.

l Snowflake syntax for the CONNECT BY clause.
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Changed
in version

New lineage harvester improvements

1.4.3 The lineage harvester log output now includes Collibra Data Lineage
server processing information.

1.4.2 Collibra Data Lineage has improved Teradata parsing.

1.4.1 The lineage harvester for IBM DataStage now supports environment files.

1.4.1 You can now add connection information to the Informatica Intelligent
Cloud Services <source ID> configuration file.

1.4.1 You can now request MicroStrategy as a lineage harvester integration in
beta.

1.4.0 You can now request the following lineage harvester integrations in beta:

l AWS Glue script annotations
l Matillion
l Power BI Report Server
l SQL Server Reporting Services

1.4.0 The lineage harvester logs now shows message codes to inform you of an
issue.

1.4.0 The user that runs the lineage harvester no longer need elevated
permissions to access Snowflake metadata.

You need a role that can access the snowflake shared read-only
database.

To access the shared database, the account administrator must grant
IMPORTED PRIVILEGES on the shared database to the user that runs
the lineage harvester.

Chapter 1

221

https://docs.snowflake.com/en/sql-reference/account-usage.html#enabling-account-usage-for-other-roles


Chapter 1

Changed
in version

New lineage harvester improvements

1.3.5 The lineage harvester configuration file and Power BI harvester
configuration files now have a useCollibraSystemName property. You
use this property to enable the harvesters to process the value in
collibraSystemName properties and map the structure of the data
source to system > database > schema > table > column, which you can
see in the technical lineage Browse tab pane.

By default, this property is set to False.

1.3.5 You can now create a separate configuration file for each data source to
define the collibraSystemName property. For more information about
this option, see the following topics:

l The Informatica <source ID> configuration file
l The IBM DataStage or SQL Server Integration Services connection
definition configuration files.

l The Informatica Intelligent Cloud Services <source ID> configuration
file.

l The Power BI <source ID> configuration file.
l The Looker <source ID> configuration file.
l The JSON files with a predefined lineage.

1.3.5 You can now use the customConnectionProperties field for Microsoft
SQL Sever JDBC sources.

Business Summary Lineage
The Business Summary Lineage is a representation of relations of the type "Data Element
sources / targets Data Element" in a business diagram. It is not a separate diagram view,
but refers to any diagram that contains that relation type. It allows you to trace data flows
between registered databases and, as such, provides a summary of a technical lineage.
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Note Click here for an overview of the differences between Technical lineage and a
diagram with Business Summary Lineage.

You can create a new diagram view including the Business Summary Lineage or you can
select one of the existing diagram views that shows the relation "Data Element sources /
targets Data Element" between Column assets of registered data sources and between
BI assets and assets of registered data sources.

Before you can view a diagram with Business Summary Lineage, you have to:

l Register the data sources that you want to see in a diagram with Business Summary
Lineage.

l Prepare a configuration file to create a technical lineage.
l Use the lineage harvester to upload the data sources in your configuration file to the
Collibra Data Lineage server where they are scanned and processed.

Once the data sources are scanned, the Collibra Data Lineage server automatically
pushes relations of the type "Data Element sources / targets Data Element" to Collibra
Data Intelligence Cloud.

Example of a diagram with Business Summary
Lineage
In this business diagram, you see that the Column assets of the Table asset
CustomerProductSales have a relation of the type "Data Element sources / targets Data
Element" to Column assets of other Table assets.
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Differences between Technical lineage and
diagrams with Business Summary Lineage
Technical lineage is a detailed lineage graph that shows where data objects are used and
how they are transformed. A diagram with the Business Summary Lineage shows the
relations between Data Assets in Data Catalog after stitching. Both map the flow of data,
but a technical lineage provides a detailed overview of the data flow, while a diagram with
Business Summary Lineage only provides a summary of it.

The Business Summary Lineage and a technical lineage are both visual representations of
nodes. However, there are some key differences between them.

Tip For information on the steps required to create a technical lineage, including
how to prepare the Data Catalog physical data layer, see About technical lineage.
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Business Summary Lineage Technical lineage

A diagram with a Business Summary
Lineage helps Business Analysts and
other business users to understand their
data by providing a summary of the
technical lineage.

A technical lineage helps Data Engineers,
Data Architects and similar personas to
easily navigate to data objects in the data
flows and find relevant source code
fragments by providing a detailed lineage
graph.

A diagram containing Business Summary
Lineage is accessible via the Diagram tab
pane of all assets.

A technical lineage is accessible via the
tab pane of all Table assets and Column
assets. You can view a technical lineage
via the tab pane of Table assets and
Column assets if you added their database
as data sources in the configuration file.

A diagram shows assets and relations as
defined in its diagram view. In the case of a
Business Summary Lineage, the diagram
shows, amongst others, relations of the
type "Data Element targets / sources Data
Element" between assets that exist in Data
Catalog. Relations of this type are
automatically created as part of the
technical lineage process.

A technical lineage shows relations of the
type "Data Element targets / sources Data
Element" between all data objects in the
data source. Relations of this type are
automatically created as part of the
technical lineage process.

Note The data objects that you see
in the technical lineage are:

l Data Element assets for which
you created the technical lineage,

l Other objects, for example
temporary tables and columns,
that the lineage scanner collected
from your data sources, but are
not assets in Data Catalog.
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Business Summary Lineage Technical lineage

A diagram with a Business Summary
Lineage shows how registered data
sources relate to each other.

Technical lineage shows how all data
sources for which you create a technical
lineage relate to each other. If the data
source, or a part of the data source, is not
registered in Data Catalog, the
dependencies between the data elements
in the data sources are still shown.
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Example
You have created a technical lineage for four different databases:

l The first database, Oracle, is not ingested in Data Catalog and therefore has
no assets in Data Catalog.

l The second database, Raw, contains tables that are ingested in Data Catalog,
but also tables that are not ingested and therefore are not assets.

l The third and fourth database, Refined and Consumption, only contains data
objects that are also assets in Data Catalog.

Technical lineage shows the data flow from all data objects in the first database, to
the second, the third, and the fourth. Databases or data objects that are not ingested
in Data Catalog and therefore are not assets, have a gray background.

A diagram with Business Summary Lineage only shows the relations between data
objects that are also assets in Data Catalog, which means the data flow from assets
in the second database to assets in the third, to assets in the fourth. The first
database, which wasn't ingested, will not be shown on the diagram.

Dependencies
A dependency is a data object that is targeted by another data object. This is represented
by a relation of the type "Data Element targets / sources Data Element", where the
dependency is the tail.

There are two type of dependencies:
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l a direct dependency: a data object that is the tail of a relation of the type "Data Ele-
ment targets / sources Data Element".

Example If column A targets column B, then column B is the direct
dependency of column A.

l an indirect dependency: a data object that is the target of a direct or another indirect
dependency.

Example Column A targets column B, which on its turn targets column C.
This means that column A indirectly targets column C, so column C is the
indirect dependency of column A.
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Working with Tableau
Tableau is business intelligence software that helps people see and understand their data.
Integrating Tableau in Collibra Data Intelligence Cloud enables you to see metadata from
Tableau Server and Tableau Online in CollibraData Catalog.

In this section, we describe how you can ingest Tableau metadata in CollibraData Catalog
and synchronize the metadata using the lineage harvester, a standalone Java application.

Important Please note the following important points regarding this integration
method:

l It is a cloud-only feature.
l The new Tableau operating model is only available in Collibra versions
2021.10 and newer.

l The two Tableau integration methods—Tableau integration via the Data
Catalog and the new integration method via lineage harvester—coexist, and
you are free to use the method of your choosing.

Features and limitations of Tableau integration via lineage harvester 230

Tableau terminology 231

Tableau asset types and domain types 233

Tableau operating model 235

Supported data sources in Tableau 247

Automatic stitching 248

Technical lineage for Tableau 250

Overview Tableau integration steps 252

Set up Tableau 259

Prepare a domain for Tableau ingestion 264

Prepare the Data Catalog physical data layer for Tableau stitching 266

Set up the lineage harvester for Tableau ingestion 270

Migrating Tableau assets to the new Tableau operating model 302

Tableau general troubleshooting 317
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Features and limitations of Tableau
integration via lineage harvester
This section describes the features and limitations of using the lineage harvester to create
Tableau assets and data in Data Catalog.

Important Data Catalog uses Tableau's REST API to get metadata information and
follows Tableau's requirements regarding authentication methods. As such, you
need a Tableau user with access to the relevant Tableau sites. For more
information, see the Tableau documentation.

Features
The following table shows the features specific to the two integration methods.

Feature Integration via
Data Catalog UI

Integration via the lin-
eage harvester

Catalog ingestion

Technical lineage

Automatic stitching

Embedded data source connectivity

Custom SQL parsing

On-prem credential storage

Ingestion via Explorer role (with the
Data Management Add-On)
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Limitations
Currently, there are still a couple of limitations to integrating Tableau metadata via the
lineage harvester:

l You ingest Tableau via the lineage harvester, instead of via the Data Catalog UI. All
changes to the Tableau ingestion must be configured in the lineage harvester con-
figuration file, instead of Data Catalog.

l The Stitch button is part of the legacy Tableau integration (via Data Catalog) and
does not work when integrating Tableau via the lineage harvester, as stitching is
done automatically via this method.

l We partially support Unions and Joins. For example, Unions created via the Tableau
UI are not represented in Data Catalog. Tableau Data Sources created via custom
SQL are supported.

l Hidden objects in Tableau are not ingested. If you want to ingest a specific object in
Tableau, you need to ensure that it is not hidden.

Tableau terminology
The following table shows the Tableau terminology and corresponding asset types and
terminology in Collibra Data Intelligence Cloud.

Tableau
term

Description Collibra equivalent

Site A site is a stand-alone collection of
content, such as projects, workbooks and
users. Each site has its own URL and its
own set of users.

Subcommunity and Tableau
Site asset

Project A project organizes related content
resources. Content resources are
workbooks, views and data sources.

Tableau Project asset

Workbook A workbook is a collection of views. Tableau Workbook asset
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Tableau
term

Description Collibra equivalent

Dashboard A dashboard is a collection of views from
multiple worksheets.

Tableau Dashboard asset

Worksheet A worksheet contains a single view,
along with shelves, legends, and the
Data pane.

Tableau Worksheet asset

Tableau data
source

Tableau Data Sources consist of
metadata that describe the connection
information, information about how to
access or refresh the data and
customizations.

Tableau Data Model asset

Dimension Dimensions contain qualitative values
(such as names, dates, or geographical
data).

Attribute type Role in Report
on a Tableau Data Attribute
asset page

Measure Measures contain numeric, quantitative
values that you can measure.

Attribute type Role in Report
on a Tableau Data Attribute
asset page

Tableau data
attribute

Tableau Data Attributes define a property
of a Tableau data entity.

Tableau Data Attribute asset

Tableau data
entity

Tableau Data Entities are an abstraction
of the physical implementation of
database tables, used for Tableau report
creation.

Tableau Data Model asset

Tableau data
model

Tableau Data Models are an abstraction
for the physical implementation of
databases, schemas, files, etc., used for
Tableau report creation.

Tableau Data Model asset

232



Tableau
term

Description Collibra equivalent

Tableau
server

A Tableau server is a server on which
Tableau users can publish data sources,
as a means to share the data
connections they've defined.

Tableau Server asset

Tableau asset types and domain types
The Tableau integration of Collibra Data Intelligence Cloud uses a specific subset of asset
types and domain types. All of these come out of the box with your software.

The following table shows the asset and domain types that are used for the Tableau
integration. Above each asset type you can see the parent asset types in the
breadcrumbs.

Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
Tableau Project

Collection of Tableau workbooks and data
sources.

BI Catalog

Business Asset 
Business
Dimension 
BI Folder
Tableau Site

Collection of content (workbooks, data sources,
users, …) that's walled off from any other content
on that instance of Tableau Server.

BI Catalog
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Asset type Description Domain
type

Business Asset 
Report  BI
Report  Tableau
View 
Tableau Dashboard

A collection of several worksheets and
supporting information, shown on a single
screen, so that you can simultaneously compare
and monitor a variety of data.

BI Catalog

Business Asset 
Report  BI
Report  Tableau
View 
Tableau Worksheet

A worksheet is a single sheet on which you can
build views of your data.

BI Catalog

Business Asset 
Report  BI
Report 
Tableau Workbook

Collection of sheets. A sheet can be a worksheet,
a dashboard or a story.

BI Catalog

Data Asset  Data
Element  Data
Attribute  BI Data
Attribute 
Tableau Data Attribute

A specification that defines a property of a
Tableau data entity.

Examples: CustomerBirthDate,
EmployeeFirstName.

BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
Tableau Data Model

An abstraction from the physical implementation
of database, schema, file, etc., used for Tableau
report creation.

BI Catalog
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Asset type Description Domain
type

Technology Asset 
Server  BI

Server 
Tableau Server

A visual analytics platform for creating interactive
dashboards and rich visualisations

BI Catalog

Tableau operating model
Synchronizing Tableau data means ingesting metadata from Tableau to your Collibra Data
Intelligence Cloud environment. The metadata is represented as assets of specific types
and their characteristics.

Note
l The assets have the same names as their counterparts in Tableau.
l Some asset types are only created if the Tableau user has specific
permissions.

l Relations that were created between Tableau assets and other assets via a
relation type in the Tableau operating model, are deleted upon
synchronization. The same is true of any attribute types in the operating model
that you add to Tableau assets. To ensure that the characteristics you add to
Tableau assets are not deleted upon synchronization, be sure to use
characteristics that are not part of the Tableau operating model.

The following image shows the relations between Tableau asset types.
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Harvested metadata per asset type
This table shows the metadata for each Tableau asset type.

Asset type Synchronized metadata

Tableau Server l URL: The link to the data in Tableau
l Description
l Server hosts / is hosted in Business Dimension

Tableau Site l URL: The link to the data in Tableau
l Description
l BI Folder assembles / Is assembled in BI Folder
l Server hosts / is hosted in Business Dimension

Tableau Project l Description
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report
l Business Dimension source / is source of System

236



Asset type Synchronized metadata

Tableau Work-
book

l URL: The link to the data in Tableau
l Description
l Certified
l Report Image
l Document size
l Document creation date
l Document modification date
l File size
l Report groups / is grouped into Report
l Tableau Workbook contains / contained in Tableau Data Model
l Business Dimension groups / is grouped into Report

Tableau
Dashboard

l URL: The link to the data in Tableau
l Certified
l Report image: The image of the report.

Note Images are downloaded and stored in Data Catalog.
You can configure the maximum file size and content types
of the Tableau images in the Collibra DGC service settings.

l Document creation date
l Document modification date
l Visible on server
l Report groups / is grouped into Report
l Report uses / used in Report
l Report uses / used in Data Attribute

Note Assets of this type are only created if the Tableau user
has the Download/Save As permission on the workbook.
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Asset type Synchronized metadata

Tableau
Worksheet

l URL: The link to the data in Tableau
l Certified
l Report image: The image of the report.

Note Images are downloaded and stored in Data Catalog.
You can configure the maximum file size and content types
of the Tableau images in the Collibra DGC service settings.

l Document creation date
l Document modification date
l Visible on server
l Report groups / is grouped into Report
l Report uses / used in Report
l Report uses / used in Data Attribute

Note Assets of this type are only created if the Tableau user
has the Download/Save As permission on the workbook.

Tableau Data
Attribute

l Data Type: The data type of a data asset, as it is declared by the
data source.

l Role in Report
l Calculation Rule
l Data Element targets / sources Data Element
l Report uses / used in Data Attribute
l BI Data Model contains / is part of BI Data Attribute

Note Assets of this type are only created if the Tableau user
has the Download/Save As permission on the data source.
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Asset type Synchronized metadata

Tableau Data
Model

l Certified
l Original Name: The name of the data source in Tableau
l Document creation date
l Document modification date
l Business Dimension source / is source of System
l BI Data Model contains / is part of BI Data Attribute
l Tableau Workbook contains / contained in Tableau Data Model

Note Assets of this type are only created if the Tableau user
has the Download/Save As permission on the data source.

Example of ingested Tableau metadata
The following image shows an example structure after synchronizing Tableau.

Recommended hierarchy within a domain
You can enable hierarchies for the domain (or domains) in which your Tableau assets
were ingested. Doing so makes it easier to understand the relation between your Tableau
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assets, when viewing the assets on the domain page.

Follow these steps to enable and configure the recommended hierarchy.

Steps

1. Open the domain page of the relevant BI Catalog domain.
2. In the content toolbar, click .

» The Configure Hierarchy dialog box appears.
3. Select Enable Hierarchy.
4. Select Single path.
5. Start typing and select each of the following relation types:

o Server hosts Business Dimension
o BI Folder assembles BI Folder
o Business Dimension groups Report
o Report groups Report
o Report uses Report
o Report uses Data Attribute
o BI Data Attribute is part of BI Data Model

6. Click Apply.

Note In an asset view, if any asset is deleted, for example via synchronization or
manual deletion, the view is recreated and the hierarchy is lost. In this case, you can
again enable and configure the recommended hierarchy.

Create a Tableau operating model diagram view
You can create a Tableau-specific diagram view, to visualize the operating model. The
following procedure provides instruction on how to quickly create a new diagram view by
copying and pasting the JSON code in the diagram view text editor.

Steps

1. Open an asset page.
2. In the tab pane, click Diagram.

» The diagram appears in the default diagram view.
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3. Click to add a new view.

4. Click the Text tab, to switch to the diagram view text editor.
5. Click Show me the JSON code below this procedure, to expand the code.
6. Paste the code in diagram view text editor.
7. Click Save.
8. Edit the name and description of the diagram view, to suit your needs.

Show me the JSON code

{
"nodes": [

{
"id": "Tableau Workbook",
"type": {
"id": "00000000-0000-0000-0000-110000000002"
},
"layoutRegion": "context"

},
{

"id": "Tableau Dashboard",
"type": {

"id": "00000000-0000-0000-0001-110000000301"
},
"layoutRegion": "context"

},
{

"id": "Tableau Worksheet",
"type": {

"id": "00000000-0000-0000-0001-110000000300"
},
"layoutRegion": "context"

},
{

"id": "Tableau Data Model",
"type": {

"id": "00000000-0000-0000-0000-110000000008"
},
"layoutRegion": "context"

},
{

"id": "Tableau Project",
"type": {

"id": "00000000-0000-0000-0000-110000000001"
},
"layoutRegion": "context"

},
{

"id": "Tableau Site",
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"type": {
"id": "00000000-0000-0000-0000-110000000000"

},
"layoutRegion": "context"

},
{

"id": "Tableau Server",
"type": {

"id": "00000000-0000-0000-0000-110000000005"
},
"layoutRegion": "context"

},
{

"id": "Tableau Data Attribute",
"type": {

"id": "00000000-0000-0000-0000-110000000010"
},
"layoutRegion": "context"

},
{

"id": "Column",
"type": {

"id": "00000000-0000-0000-0000-000000031008"
},
"layoutRegion": "context"

},
{

"id": "Table",
"type": {

"id": "00000000-0000-0000-0000-000000031007"
},
"layoutRegion": "context"

},
{

"id": "Schema",
"type": {

"id": "00000000-0000-0000-0001-000400000002"
},
"layoutRegion": "context"

},
{

"id": "Database",
"type": {

"id": "00000000-0000-0000-0000-000000031006"
},
"layoutRegion": "context"

}
],
"edges": [

{
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"from": "Tableau Project",
"to": "Tableau Workbook",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000002"
},
"roleDirection": true

},
{

"from": "Tableau Site",
"to": "Tableau Project",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000001"
},
"roleDirection": true

},
{

"from": "Tableau Server",
"to": "Tableau Site",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000000"
},
"roleDirection": true

},
{

"from": "Tableau Data Model",
"to": "Tableau Data Attribute",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-000000007196"
},
"roleDirection": true

},
{

"from": "Tableau Data Attribute",
"to": "Tableau Data Attribute",
"label": "",
"style": "arrow",
"type": {

"id": "00000000-0000-0000-0000-000000007069"
},
"roleDirection": false

},
{

Chapter 1

243



Chapter 1

"from": "Tableau Workbook",
"to": "Tableau Data Model",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000020"
},
"roleDirection": true

},
{

"from": "Tableau Project",
"to": "Tableau Data Model",
"label": "",
"style": "arrow",
"type": {

"id": "00000000-0000-0000-0000-120000000014"
},
"roleDirection": true

},
{

"from": "Column",
"to": "Column",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-000000007042"
},
"roleDirection": false

},
{

"from": "Column",
"to": "Table",
"label": "",
"style": "boxed",
"type": {

"id": "00000000-0000-0000-0000-000000007042"
},
"roleDirection": true

},
{

"from": "Table",
"to": "Schema",
"label": "",
"style": "boxed",
"type": {

"id": "00000000-0000-0000-0000-000000007043"
},
"roleDirection": false

},
{
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"from": "Schema",
"to": "Database",
"label": "",
"style": "boxed",
"type": {

"id": "00000000-0000-0000-0000-000000007024"
},
"roleDirection": false

},
{

"from": "Tableau Data Attribute",
"to": "Tableau Worksheet",
"label": "",
"style": "arrow",
"type": {

"id": "00000000-0000-0000-0000-120000000021"
},
"roleDirection": false

},
{

"from": "Tableau Workbook",
"to": "Tableau Worksheet",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000004"
},
"roleDirection": true

},
{

"from": "Tableau Workbook",
"to": "Tableau Dashboard",
"label": "",
"style": "boxing",
"type": {

"id": "00000000-0000-0000-0000-120000000004"
},
"roleDirection": true

},
{

"from": "Tableau Worksheet",
"to": "Tableau Dashboard",
"label": "",
"style": "arrow",
"type": {

"id": "00000000-0000-0000-0000-120000000007"
},
"roleDirection": false

},
{
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"from": "Tableau Data Attribute",
"to": "Column",
"label": "",
"style": "arrow",
"type": {

"id": "00000000-0000-0000-0000-000000007069"
},
"roleDirection": false

}
],
"showOverview": false,
"enableFilters": true,
"showLabels": true,
"showFields": true,
"showLegend": true,
"showPreview": true,
"visitStrategy": "directed",
"layout": "HierarchyLeftRight",
"maxNodeLabelLength": 50,
"maxEdgeLabelLength": 30,
"layoutOptions": {

"compactGroups": false,
"componentArrangementPolicy": "topmost",
"edgeBends": true,
"edgeBundling": true,
"edgeToEdgeDistance": 5,
"minimumLayerDistance": "auto",
"nodeToEdgeDistance": 5,
"orthogonalRouting": true,
"preciseNodeHeightCalculation": true,
"recursiveGroupLayering": true,
"separateLayers": true,
"webWorkers": true,
"nodePlacer": {

"barycenterMode": true,
"breakLongSegments": true,
"groupCompactionStrategy": "none",
"nodeCompaction": false,
"straightenEdges": true

}
}

}
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Supported data sources in Tableau
Tableau is business intelligence software that can integrate with various data sources.
When you ingest Tableau metadata, Collibra Data Lineage tries to automatically stitch the
metadata to data sources registered in Data Catalog. It also creates a Technical lineage
that shows where metadata is used and how it transforms.

The following table shows the supported data sources in Tableau that have been tested,
and whether or not technical lineage and stitching is supported for the data source.

We cannot guarantee that stitching works as expected for other data sources or versions.

Tip For stitching, you must correctly prepare the Data Catalog physical data layer.

Data source Version Support for
technical lineage

Support for
stitching

Amazon Redshift 1.2.34.1058 and
newer

Yes Yes

Azure SQL server Newest version Yes Yes

Azure SQL Data
Warehouse

Newest version Yes Yes

Azure Synapse
Analytics

Newest version Yes Yes

Dremio 20.0.0 Yes Yes

Google BigQuery Newest version Yes Yes

Greenplum 6.10 and newer Yes Yes

HiveQL (SQL-like
statements)

2.3.5 and newer Yes Yes
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Data source Version Support for
technical lineage

Support for
stitching

IBM DB2 11.5 and newer Yes Yes

Oracle 11g, 12c and newer Yes Yes

PostgreSQL 9.4, 9.5 and newer Yes Yes

Microsoft SQL
Server

2014, 2016 and
newer

Yes Yes

MySQL 5.7, 8 and newer Yes Yes

Netezza 7.2.1.0 and newer Yes Yes

SAP Hana 2.00.40 and newer Yes Yes

Snowflake Newest version Yes Yes

Spark SQL 2.4.3 and newer Yes Yes

Sybase Adaptive
Server Enterprise

16.0 SP02 and
newer

Yes Yes

Teradata 15.0, 16.20.07.01
and newer

Yes Yes

Automatic stitching
Stitching is a process that creates relations between database columns that are Column
assets in Collibra Data Intelligence Cloud and BI assets representing the same database,
specifically between:

l The assets that are created when you ingest Tableau.
l The assets that are created when you register a data source or import assets.
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The lineage harvester harvests the Tableau source code and sends it to the Collibra Data
Lineage server. The Collibra Data Lineage also collects the full names of assets ingested
in Data Catalog and stitches them to data objects collected from Tableau. After processing
the metadata, the Collibra Data Lineage server ingests the Tableau assets and their
characteristics in Data Catalog. Tableau assets that are stitched now show a relation of
the type "Data Element targets / sources Data Element" to the stitched asset. This relation
type is also visualized in a technical lineage.

Note To clarify, the Tableau Data Attribute is the target of the Column, and the
Column is the source of the Tableau Data Attribute.

Note If the Column asset is from a data source that is not supported by technical
lineage, a standard SQL parser is used to try to visualize the column in a technical
lineage, but the technical lineage might not be complete.

Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a
yellow background in the technical lineage graph. However, the stitching results of BI
sources currently have a gray background. This does not mean the stitching failed. You
can see which assets are stitched in the Stitching tab page.

Note When you ingest Tableau metadata, a technical lineage for Tableau Data
Attribute assets is automatically created.
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Stitching issues
To stitch assets in Data Catalog to data objects collected by the lineage harvester, the
Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full
path of Tableau assets. If the full paths match, the Collibra Data Lineage server
automatically stitches them.

Note Ensure that you correctly prepare the Data Catalog physical data layer.

The Technical lineage Stitching tab page shows the full paths of assets in Data Catalog
and data objects collected from Tableau. To fix stitching issues, you can look up the full
paths and make sure they match.

Technical lineage for Tableau
When you ingest Tableau metadata in Data Catalog, a technical lineage for Tableau Data
Attribute assets is automatically created.

Permissions
You can see the technical lineage of Tableau assets by clicking on the Technical lineage
tab on the asset page of any Table or Column asset in Data Catalog when you have a Data
Catalog global role with the Catalog and Technical lineage global permissions.

Technical lineage graph
The technical lineage graph shows relations of the type "Data Element sources / targets
Data Element" between Tableau assets and other data objects in the data flow, for
example between a Column asset and a Tableau Data Attribute asset. These relations are
created during the Tableau ingestion process as a result of automatic stitching.
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Note If you use a Tableau <source ID> configuration file and don’t specify a value
for the relevant collibraSystemName property, the designation “UNDEFINED” will
be shown in the technical lineage.

Example
The following technical lineage shows how data flows from a PostgreSQL data source to
Tableau. It shows relations of the type "Data Element sources / targets Data Element"
between the Column assets of the database and Tableau Data Attribute assets in Tableau.
For example, Column asset DEPARTMENT_NAME has a relation of the type "Data
Element sources / targets Data Element" to the Tableau Data Attribute asset department_
name.

Sources tab page
The Sources tab page shows the transformation details that were analyzed and processed
on the Collibra Data Lineage server and the results of this analysis. The success rate of
the analysis indicates how complete the technical lineage is. There are a few limitations
that prevent the Collibra Data Lineage server from processing all Tableau metadata.

Important The Collibra Data Lineage server might not be able to process all
complex Tableau metadata. This means that the success rate of a Tableau
ingestion might not be 100%.
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Overview Tableau integration steps
The Tableau integration enables you to harvest Tableau metadata and create new
Tableau assets in Data Catalog. Collibra Data Intelligence Cloud analyzes and processes
the metadata and presents it as specific asset types, retaining their original names.

Steps
The table below shows the steps and prerequisites required to integrate Tableau in
Collibra via the lineage harvester.

Step What? Description Prerequisites

1 Set up
Tableau.

Before you start the Tableau integration
in Data Catalog, make sure that the
lineage harvester can reach the
Tableau metadata. Perform these tasks
before you start the actual
Tableau ingestion process.

Warning Because these tasks
are performed outside of
Collibra, it is possible that the
content changes without us
knowing. We strongly
recommend that you carefully
read the source documentation.

l You have a
Tableau sub-
scription.
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Step What? Description Prerequisites

3 Create a new
domain.

Before you can ingest
Tableau metadata, you have to create
a new domain or choose an existing
domain to store the new Tableau
assets.

Warning If you are using
Collibra Data Intelligence Cloud
2021.11 or older, you have to
add all Tableau attributes in the
operating model to a scope and
create a scoped assignment
before you ingest Tableau via
the lineage harvester. For
complete information and step-
by-step instruction, see Tableau
general troubleshooting.

You have a
resource role with
the following
resource
permissions:

l Domain: Add
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Step What? Description Prerequisites

4 Prepare the
physical data
layer.

You prepare Data Catalog's physical
data layer to enable Data Catalog to
automatically stitch the Tableau assets
to existing assets in Data Catalog.

Important In the global
assignment of each asset type
included in the Tableau
operating model, ensure that
none of the characteristics that
are in the operating model have
a maximum cardinality of “0”. If
the maximum cardinality is set to
“0” for any such characteristics,
ingestion will fail.

l You have a
global role with
the Catalog
global per-
mission, for
example Catalog
Author.

l You have set up
the JDBC driver
of your source
data, for
example Snow-
flake.

l You have a
resource role
with the fol-
lowing resource
permissions on
the Schema
community:
o Asset > add
o Attribute >
add

o Domain > add
o Attachment >
add

l You have the
permissions to
retrieve the
metadata of the
following data-
base com-
ponents through
the JDBC Driver
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Step What? Description Prerequisites

Database
Metadata meth-
ods:
o Schemas
o Tables
o Columns

5 Download and
install the
lineage
harvester

You use the lineage harvester to trigger
the creation of Tableau assets, their
relations and a technical lineage in
Data Catalog.

You can download the lineage
harvester from the Collibra Product
Resource Downloads page.

l Your envir-
onment meets
the system
requirements to
install and use
the lineage har-
vester.
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Step What? Description Prerequisites

6 Prepare the
lineage
harvester
configuration
file and run the
lineage
harvester.

You create a lineage harvester
configuration file with Tableau
connection information and run the
lineage harvester to import the results
of the Tableau integration and the
technical lineage for Tableau into Data
Catalog.

As a result, Collibra creates new
Tableau assets in Data Catalog and
imports relations between these assets.
It also creates a technical lineage for
Tableau assets and other data sources
in the lineage harvester configuration
file.

l You have down-
loaded the lin-
eage harvester
version 2022.02
or newer.

l Your envir-
onment meets
the system
requirements to
install and run
the lineage har-
vester.

l You have a
global role with
the Catalog
global per-
mission, for
example Catalog
Author.

l You have a
global role with
the Technical lin-
eage global per-
mission.

l You have a
global role with
the Data Ste-
wardship Man-
ager global
permission.

l You have a
resource role
with the
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Step What? Description Prerequisites

following
resource
permission on
the community
level in which
you created the
BI Data Catalog
domain:
o Asset: add
o Attribute: add
o Domain: add
o Attachment:
add

Chapter 1

257

https://productresources.collibra.com/docs/collibra/latest/#cshid=DOC0632
https://productresources.collibra.com/docs/collibra/latest/#cshid=DOC0632


Chapter 1

Step What? Description Prerequisites

7 View the
Tableau
assets and
technical lin-
eage

After the Tableau metadata is ingested
in Data Catalog, you can go to the
domain where you ingested
Tableau and see the list of ingested
Tableau assets. These assets are
automatically stitched to existing assets
in Data Catalog.

You can also view the Tableau
technical lineage.

Warning When you run the
lineage harvester, Collibra Data
Lineage creates all Tableau
assets in a single BI Catalog
domain. We highly recommend
that you do not move these
assets to another domain. If you
move assets to another domain,
they will be deleted and
recreated in the initial BI Catalog
domain when you synchronize
Tableau. As a consequence, all
manually added data of those
assets is lost.

You have a Data
Catalog global role
with the Catalog
and Technical
lineage global
permissions.

Naming convention
When you synchronize Tableau, Collibra follows a strict naming convention for the names
of the new assets. Each asset has a display name and full name. The full name represents
the asset path from asset to the database it belongs to. You can freely edit the display
name. However, you should never edit the full name, because Data Catalog may need it to
synchronize and stitch data sources. This may cause unexpected results and break the
synchronization process.
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Warning We strongly recommend that you not edit the full names of any Tableau
assets. Doing so will likely lead to errors during the synchronization process.

Set up Tableau
Before you ingest Tableau metadata in Data Catalog, you have to check if you have the
right Tableau version, licenses, roles and permissions.

Tableau versions and licenses
Before you ingest Tableau metadata in Data Catalog via the lineage harvester, you must
ensure that the lineage harvester can access and harvest the Tableau metadata.

Important If you want to create a technical lineage and stitch your Tableau assets
to assets in Data Catalog, you must enable the Tableau metadata API in Tableau.

Supported versions
l 2020.2
l 2020.3
l 2020.4
l 2021.1
l 2021.2
l 2021.3
l 2021.4
l 2022.01

Tableau roles and permissions
The lineage harvester uses the Tableau Rest APIs and Tableau Metadata API to ingest
the Tableau metadata. You need at least minimum permissions in Tableau to enable the
lineage harvester to access the Tableau metadata and ingest it in Data Catalog.
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Permissions on metadata
Permissions control who is allowed to see and manage external assets and which
metadata (for both Tableau content and external assets) is shown through lineage.

Note If Tableau Online or Tableau Server is not licensed with the Data
Management Add-on, then by default, only admins can see database and table
metadata through the Tableau Metadata API. You can turn on "derived
permissions", to allow users to see metadata on external assets for the content that
they own, or for the content that is published to a project for which they are a project
leader or project owner. For complete information, see the Tableau documentation.

Minimum roles and permissions in Tableau
You need to following minimum roles and permissions to harvest Tableau metadata:

l You have a View permission on Tableau projects, workbooks and data sources you
want to ingest.

l You have a Viewer or Explorer (can publish) role with access to the Tableau REST
API.

Recommended roles and permissions in Tableau
For a full ingestion, we recommend the following roles and permissions in Tableau:

l You have at least a View permission on Tableau projects, workbooks and data
sources you want to ingest.

l You have the Explorer role with the Data Management Add-on.

Tip Tableau users with a Server Administrator role have access to the entire
Tableau Server. Tableau users with a Site Administrator role can only be assigned
to specific Tableau sites. As a result, if you have the Site Administrator role, only
metadata from specific Tableau sites can be ingested in Data Catalog.

Tableau ingestion results
The following tables shows the ingestion results based on Tableau permissions.
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By default, the lineage harvester uses both the Tableau REST API and the Tableau
Metadata API, but you can limit the ingestion by allowing the lineage harvester to use only
the Tableau REST API.

Note If you ingest a Tableau dataset that doesn't have any attributes, asterisks (*)
are shown as the Tableau Data Attribute asset names in Collibra.

Tableau site role
Metadata
API in
Tableau

Result in Data Catalog

Viewer Disabled Tableau reports and data sources are ingested into
Data Catalog, but with a limited scope.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Data Model
l Tableau Workbook
l Tableau Worksheet

Important We cannot retrieve lineage
information or perform automatic stitching.
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Tableau site role
Metadata
API in
Tableau

Result in Data Catalog

Viewer Enabled Tableau reports and data sources are ingested into
Data Catalog, but with a limited scope.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Data Model
l Tableau Data Attribute
l Tableau Workbook
l Tableau Worksheet

Important We cannot retrieve lineage
information or perform automatic stitching.

Explorer, without
the Data Man-
agement Add-on

Disabled Tableau reports and data sources are ingested into
Data Catalog, but with a limited scope.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Dashboard
l Tableau Data Model
l Tableau Workbook
l Tableau Worksheet

Important We cannot retrieve lineage
information or perform automatic stitching.
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Tableau site role
Metadata
API in
Tableau

Result in Data Catalog

Explorer, without
the Data Man-
agement Add-on

Enabled Tableau reports and data sources are ingested into
Data Catalog, but with a limited scope.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Dashboard
l Tableau Data Model
l Tableau Data Attribute
l Tableau Workbook
l Tableau Worksheet

Important We cannot retrieve lineage
information or perform automatic stitching.

One of the
following:

l Tableau Server
Administrator

l Tableau Site
Administrator

l Explorer, with
the Data Man-
agement Add-
on

Disabled Data Catalog creates new assets according to your
content in Tableau using metadata in Tableau
databases and tables.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Data Model
l Tableau Workbook
l Tableau Dashboard
l Tableau Worksheet

Important We cannot retrieve lineage
information or perform automatic stitching.
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Tableau site role
Metadata
API in
Tableau

Result in Data Catalog

One of the
following:

l Tableau Server
Administrator

l Tableau Site
Administrator

l Explorer, with
the Data Man-
agement Add-
on

Enabled Data Catalog creates new assets according to your
content in Tableau using metadata in Tableau
databases and tables.

Resulting asset types:

l Tableau Server
l Tableau Site
l Tableau Project
l Tableau Data Model
l Tableau Data Attribute
l Tableau Workbook
l Tableau Dashboard
l Tableau Worksheet

Note If Tableau Online or Tableau Server is
not licensed with the Data Management Add-
on, then by default, only admins can see
database and table metadata through the
Tableau Metadata API. You can turn on
"derived permissions", to allow users to see
metadata on external assets for the content
that they own, or for the content that is
published to a project for which they are a
project leader or project owner. For complete
information, see the Tableau documentation.

Prepare a domain for Tableau ingestion
During Tableau integration, Tableau assets are ingested in one or more specified domains
in Collibra Data Intelligence Cloud. You then include the domain reference ID (or IDs) in
the appropriate configuration file.
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Prerequisites
l You have a resource role with the Domain > Add resource permission.

Steps
1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.

4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.

Name The name of the new domain or domains.

Tip
You can create multiple domains in one go.
To do this, press Enter after typing a value and then type
the next. Domain names have to be unique in their parent
community. If you type a name that already exists, it will
appear in strike-through style.

5. Click Create.
6. Open your domain. If you created multiple domains, open each of them in turn.
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7. Copy the reference ID of each domain you created.

Tip If you go to your domain, you can find the domain ID in the URL. The URL
looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this
example, the domain ID is in bold.

8. Paste the domain reference ID (or IDs) in the appropriate configuration file, depend-
ing on whether you want to ingest Tableau assets in a single domain or multiple
domains.
For complete information on which properties and which configuration files to use,
see the domainId property description in Prepare the lineage harvester con-
figuration file for Tableau.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
Tableau assets in a single BI Catalog domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial BI Catalog domain when you
synchronize Tableau. As a consequence, all manually added data of those assets is
lost.

Warning If you are using Collibra 2021.11 or older, you have to add all Tableau
attributes in the operating model to a scope and create a scoped assignment before
you ingest Tableau via the lineage harvester. For complete information and step-by-
step instruction, see Tableau general troubleshooting.

Prepare the Data Catalog physical data layer
for Tableau stitching
Before you can perform stitching, you have to prepare Tableau's logical data layer and
Data Catalog's physical data layer. In this section, we describe how to prepare the physical
data layer.

Important In the global assignment of each asset type included in the Tableau
operating model, ensure that none of the characteristics that are in the operating
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model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for
any such characteristics, ingestion will fail.

Prerequisites
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a role with the following resource permissions on the Schema community:
o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

Steps
1. Register a database as data source.

» After registration, the assets of the following asset types are created in Data Cata-
log:

o Schema
o Table
o Column

2. Create a Database asset.

Tip We strongly recommend to use the name as your original data source, so
that the name of the Database asset matches Tableau's naming convention.

1. Open Catalog.
2. In the main menu, click the Create ( ) button.

3. Click the Assets tab.
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4. Click Database.
» The Create Asset dialog box appears.

5. Enter the required information.

Field Description

Type The asset type of the asset that you are creating, in this case
Database.

Domain The domain to which the new asset will belong. You can only
create a asset type in any domain of a domain type that is
assigned to a Database asset type.

Name The name of the Database asset. This has to match the
name of the Tableau Data Model.

Tip
You can create multiple assets in one go.
To do this, press Enter after typing a value and then
type the next. Depending on the settings, asset names
may have to be unique in their domain. If you type a
name that already exists, it will appear in strike-
through style.

6. Click Create.
» A message at the top-right of your screen confirms that one or more assets
are created.

3. Create a relation between the Database asset and the Schema asset using the Tech-
nology Asset has / belongs to Schema relation type.
a. In the tab pane, click Add Characteristic.

» The Add a characteristic dialog box appears.
b. Click Relations.
c. Search for and click has schema.

» The Add has schema dialog box appears.
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d. Enter the required information.

Option Description

Assets The name of the schema.

Filter
suggested
assets by
organization

Option to filter the suggestions based on selected
communities and domains.

If this option is selected, the organization tree appears. You
can then filter and select domains and communities.

Start date Optionally enter the date on which the relation between the
assets becomes applicable. Leave this field empty to create
a permanent relation.

End date Optionally enter the date on which the relation between the
assets is no longer applicable. Leave this field empty to cre-
ate a permanent relation.

e. Click Save.
4. Check that the following relations are created for all Column assets that you want to

stitch to Tableau assets:
o Schema contains / is part of Table
o Column is part of / contains Table

What's next?
If you haven't done so yet, prepare the Tableau logical data layer.
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After both the logical data layer and the physical data layer are prepared, you can stitch
them.

Set up the lineage harvester for Tableau
ingestion
The lineage harvester is a software application that is required to collect your Tableau
metadata and send it to the Collibra Data Lineage server, where the metadata is
processed and new Tableau assets and relations are created.

Note To ingest Tableau metadata into Data Catalog, you need lineage harvester
2022.02 or newer. We strongly recommend that you use the latest version of the
lineage harvester.

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements
You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
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Hardware requirements
You need to meet the hardware requirements to install and run the lineage harvester.

Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements
You need the following minimum network requirements:

Tableau ingestion workflow
You run the lineage harvester to start the Tableau ingestion workflow. When you initiate
Tableau ingestion, each workflow component performs the following actions:

1. The lineage harvester:
o Communicates with Tableau.
o Harvests the Tableau metadata that will be ingested to Data Catalog.
o Sends the Tableau metadata to the Collibra Data Lineage server.
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2. The Collibra Data Lineage server:
o Analyzes the Tableau metadata.
o Creates new assets and relations.
o Stitches existing assets in Data Catalog to Tableau assets.
o Imports new Tableau assets and their relations in Data Catalog.

3. Data Catalog:
o Shows new Tableau assets
o Shows a Technical lineage for Tableau assets.
o Shows stitching results between Tableau Data Attribute assets and Column
assets.

Note This is the recommended workflow. If you do not want to use the Tableau
Metadata API, you can disable it via the configuration file.
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About the lineage harvester installation
You use the lineage harvester to collect source code from your data sources and create
new relations between data elements from your data source and existing assets in Data
Catalog.

The lineage harvester runs close to the data source and can harvest transformation logic
like SQL scripts and ETL scripts from a specific location, for example a database table or a
folder on a file system.

Note Collibra Data Lineage is a cloud-only feature.

Requirements

Type Requirements

Software Minimum requirements:

l Java Runtime Environment version 11 or newer or OpenJDK 11 or
newer.

Recommended requirements:

l Java Runtime Environment version 11 or newer or OpenJDK 11 or
newer.
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Type Requirements

Hardware Minimum requirements:

l 2 GB RAM
l 1 GB free disk space

Recommended requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory
could be needed for larger harvesting tasks. For instructions
on how to increase the maximum heap size, see Technical
lineage general troubleshooting.

l 20 GB free disk space
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Type Requirements

Network Firewall rules so that the lineage harvester can connect to:

l The host names of all data sources in the lineage harvester con-
figuration file.

l All Collibra Data Lineage servers in your geographic location:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

Note The lineage harvester connects to different servers
based on your geographic location and cloud provider. If
your location or cloud provider changes, the lineage
harvester rescans all your data sources. You have to
whitelist all Collibra Data Lineage servers in your geographic
location. In addition, we highly recommend that you always
whitelist the techlin-aws-us server as a backup, in case the
lineage harvester cannot connect to other Collibra Data
Lineage servers.

Note The lineage harvester uses port 443.

Installing the lineage harvester
If you purchased Collibra Data Lineage, you can access the lineage harvester on the
downloads page. To install the lineage harvester, do the following:
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1. Download the lineage harvester.
2. Unzip the archive.

» You can now access the lineage harvester folder.
3. Run the following command line to start the lineage harvester:

o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.

Note We highly recommend to always install and use the latest available lineage
harvester.

Prepare the lineage harvester configuration file
for Tableau
You have to prepare a configuration file before you run the lineage harvester. The lineage
harvester collects your Tableau metadata and sends it to the Collibra Data Lineage server,
where it is processed and analyzed. Collibra Data Intelligence Cloud then imports the
Tableau assets and relations to Data Catalog.
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Prerequisites
l You have Collibra Data Intelligence Cloud 2022.01 or newer.

Warning If you are using Collibra Data Intelligence Cloud 2021.11 or older,
you have to add all Tableau attributes in the operating model to a scope and
create a scoped assignment before you ingest Tableau via the lineage
harvester. For complete information and step-by-step instruction, see Tableau
general troubleshooting.

l You have the lineage harvester 2022.02 or newer.
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have created a BI Data Catalog domain in which you want to ingest the Tableau
assets.

l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.

l You have tested your connectivity with the Tableau server.

Steps
Watch a video on how to do this
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1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester
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» An empty configuration file is created in the config folder.

2. Open the lineage-harvester.conf file and enter the values for each property.

Properties Description

general This section describes the connection information between
the lineage harvester and Data Catalog.

catalog This section contains information that is necessary to
connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of your
Collibra DGC environment. Other URLs will not be
accepted.

username The username that you use to sign in to Collibra.
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useCollibraSyste
mName

Indication whether you want to use the system or server
name of a data source to match to the System asset you
created when you prepared the physical data layer. This is
useful when you have multiple databases with the same
name.

By default, the useCollibraSystemName property is set
to false. If you want to use it, set it to true.

o If you keep the property set to false, the lineage har-
vester ignores the collibraSystemName property in
the rest of the configuration file.

o If you set the useCollibraSystemName property to
true, the lineage harvester reads the value in the col-
libraSystemName property in all sections of the con-
figuration file and in the Tableau <source ID>
configuration file.

Note If you set the useCollibraSystemName
property to "true" in your lineage harvester
configuration file, but don't define the system
name in the Tableau <source ID> configuration
file, the system name in the Tableau technical
lineage shows DEFAULT as the system name.

Warning Unless you have multiple databases with
the same name, we highly recommend that you
keep the default value.
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useSharedDbMo
del

Optional property to enable the sharing of metadata
batches from multiple SQL data sources. Set this property
to true, to help avoid potential analysis errors on the
Collibra Data Lineage server.

To use this property, you need lineage harvester 2022.07
or newer.

If you set this property to true, you have to run the lineage
harvester twice. Read the following details about the issue
and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to harvest
metadata from two or more data sources, the metadata
from each source is processed independently. This means
that the metadata from one data source cannot access the
metadata of another.

Let’s say, for example, you specify the following two SQL
data sources in your lineage harvester configuration file:
o A database source that retrieves the database model.
o An SqlDirectory source with Data Manipulation
Language (DML) statements that reference data in the
database source.

Because these data sources are processed independently,
there is a good chance that the DML statements will fail
during analysis. Any wildcards in the DML statements, for
example, would fail because the SqlDirectory source can’t
access the referenced database source.

The solution

The shared database model allows for computed results
from a “main” batch. Although multiple data sources are
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still processed independently, the metadata from each data
source is merged into a main batch. Then, before analyzing
the next batch, a check is done to see if a preceding main
batch exists. If one does, the analyzer retrieves the
database model and the DML statements successfully
pass analysis.

This means, however, that you have to run the lineage
harvester twice. On the first run, the harvested metadata is
merged in a main batch. Then, when you run the lineage
harvester again, using the full-sync command, the
subsequent batches are able to successfully reference the
metadata in the main batch.

In a future version of Collibra, this property will be enabled
by default and you won't need to run the lineage harvester
twice.

sources This section contains all of the Tableau connection
properties.

type The kind of data source. In this case, the value has to be
Tableau.
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id The unique ID to identify the Tableau metadata that was
uploaded to the Collibra Data Lineage.

Warning In the sources section of your lineage
harvester configuration file, you can only specify one
id property per Tableau server or Tableau online
account. If you have multiple id properties for a
single Tableau server or Tableau online account,
ingestion will fail. If you have multiple id properties
in the configuration file, it means you intend to ingest
from multiple unique Tableau servers or Tableau
online accounts.

Tip This value can be anything as long as it is a
unique. The lineage harvester uses the ID to identify
a batch of data on the Collibra Data Lineage server.

url The link to the data in Tableau.

username The username you use to sign in to the Tableau server.

Important If you want to use token-based
authentication, you need to replace username with
tokenName. You must specify either username or
tokenName; if both exist, then tokenName is used.

tokenName The lineage harvester authentication token.

Note For token-based authentication, use this
property in your lineage harvester configuration file,
instead of the username property. If both properties
are present, tokenName is used.
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siteIds The site IDs of the Tableau sites that you want to include in
the ingestion process.

Warning Ensure that you specify the correct value.
The correct value is the URL of the site to which you
want to sign in. When you manually sign in to
Tableau Server or Tableau Online, the site ID is the
value that appears after /site/ in the browser address
bar. In the following example URLs, the site ID
is MarketingTeam:
o Tableau
Server: http://MyServer/#/site/MarketingTeam/pr
ojects

o Tableau
Online: https://10ay.online.tableau.com/#/site/Ma
rketingTeam/workbooks

On Tableau Server, however, the URL of the Default
site does not specify the site. For example, the URL
for a view named Profits, on a site named Sales, is
http://localhost/#/site/sales/views/profits. The URL
for this same view on the Default site is
http://localhost/#/views/profits. The site name Sales
does not figure in the URL. If you can't see the site
ID, leave this property empty: "siteIds": [""]

Example If you want to ingest two Tableau sites
"Site 1" and "Site 2", you can enter the following
information in the siteIds property: ["site ID of Site 1",
"site ID of Site 2"].
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siteNames The site names of the corresponding site IDs.

Important This property is:
o Optional for Tableau Server
o Mandatory for Tableau Online.

Warning If you have Tableau Server and you don't
use this property, you must delete it from your
configuration file. Don't leave the property in the
configuration file without a value.

restOnly Indication whether or not you would like to use both the
Tableau REST API and Tableau Metadata API to harvest
Tableau metadata.

o false (default): The lineage harvester will use the
REST API and Metadata API to harvest Tableau
metadata.

o true: The lineage harvester will only use the REST API
to harvest Tableau metadata.

Warning If you only allow the lineage harvester to
use the Tableau REST API, the harvester won't be
able to process the necessary information for the
technical lineage and the automatic stitching of
Column assets to Tableau Data Attribute assets will
not be possible.
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collibraSystemN
ame

The name of the data source's system or server.

You must include this property in your configuration file;
however, you can leave it empty, even if the
useCollibraSystemName property is set to true.

If the useCollibraSystemName property is set to true,
you must prepare a Tableau <source ID> configuration file
to provide the system information.
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domainId The unique reference ID of the domain in Collibra Data
Intelligence Cloud in which you want to ingest the Tableau
assets.

Tip You can ingest Tableau assets in one or more
domains in Collibra. The following table identifies
which properties and which configuration files to
use, depending on whether you want to ingest in one
or multiple domains.

If you want
to...

Then...

Ingest in a
single domain
in Collibra

Refer to the single domain reference
ID in this domainID property.
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If you want
to...

Then...

Ingest in mul-
tiple domains
in Collibra

Do both of the following:

o Mention a domain reference ID in
this domainID property, for your
Tableau Server asset.

o Refer to all relevant domain ref-
erence IDs in the domainMapping
section of the Tableau <source ID>
configuration file, for your Tableau
site, Tableau project and all child
assets.

Important The domainID
property represents the default
domain. Tableau assets that are
not mapped to specific domains
via the domainMapping section
of the Tableau <source ID>
configuration file, for example
Tableau Server assets, are
ingested in this default domain.

How do I find a domain reference ID?
Open the relevant domain in Collibra. The URL looks like:
https://<yourcollibrainstance>/domain/22258f64-40b6-
4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-
0000-000000040001. In this example, the reference ID is
in bold.
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excludeImages Optional property for excluding the downloading of images.

To exclude the downloading of images, set this property to
true.

Note The maximum number of images that can be
uploaded to Collibra per day is determined by the
configuration of the file upload service, in Collibra
Console. For complete details, see the Upload
configuration settings in DGC service configuration:
options.

concurrencyLeve
l

Optional property for specifying the internal sizing,
meaning the amount of tasks that can be executed at the
same time.

The default value is "10", meaning as many as 10
HTTP requests can take place in parallel. Consider
reducing the value if you are experiencing HTTP 401
Unauthorized errors. Setting the value to "1" effectively
disables the concurrency level, so that HTTP requests will
be run in a synchronous manner, instead of in parallel.
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paging Optional property for customizing the Tableau API
pagination settings.
The default values are sufficient in most cases; however,
you can decrease them to help mitigate node limit errors,
or increase them to speed up API calls.

The complete list of pagination settings, descriptions
and default values

"paging": {
"databasesPageSize": 100,
"tablesPageSize": 100,
"tablesColumnsPageSize": 100,
"tableColumnsPageSize": 1000,
"datasourcesPageSize": 50,
"datasourcesFieldsPageSize": 50,
"datasourceFieldsPageSize": 100,
"worksheetsPageSize": 100,
"worksheetsFieldsPageSize": 100,
"worksheetFieldsPageSize": 1000,
"dashboardsPageSize": 100,
"columnsLimit": 20,
"fieldsLimit": 20
}

Settings per metadata type and descriptions

Metadata
type

Setting and description

Dashboard o dashboardsPageSize: The number
of dashboards per page.
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Metadata
type

Setting and description

Worksheet o worksheetsPageSize: The number
of worksheets per page.

o worksheetsFieldsPageSize: The
number of worksheet fields per page.

Database o databasesPageSize: The number of
databases per page.

Table o tablesPageSize: The number of
tables per page.

o tablesColumnsPageSize: The
number of table columns per page.

Table
columns

o tableColumnsPageSize: The
number of table columns per page.

Data source o datasourcesPageSize: The number
of data sources per page.

o datasourcesFieldsPageSize: The
number of data source fields per page.

o columnsLimit: The number of data
source field columns per page.

o fieldsLimit : The number of
referenced data source fields per
page.
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Metadata
type

Setting and description

Data source
field

o datasourceFieldsPageSize: The
number of data source fields per page.

o columnsLimit: The number of data
source field columns per page.

o fieldsLimit : The number of
referenced data source fields per
page.

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the password or client secret to connect to your Collibra Data
Intelligence Cloud and Tableau environment.
» The passwords are encrypted and stored in /config/pwd.conf.

Example
{
"general": {

"catalog": {
"url": "https://<organization>.collibra.com",
"username": "<your-collibra-username>"

},
"useCollibraSystemName": false,
"useSharedDbModel": true

},
"sources": [
{
"type": "Tableau",
"id": "unique-ID",
"url": "URL to Tableau server",
"username": "Admin",
"siteIds": ["site ID of Tableau Site 1", "site ID of Tableau Site

2"],
"siteNames": ["site name of Tableau Site 1", "site name of
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Tableau Site 2"],
"restOnly": false,
"collibraSystemName": "tableau-system-name",
"domainId": "Domain-resource-ID",
"excludeImages": true,
"concurrencyLevel": 1,
"paging": {

"pagination-setting": 100,
"pagination-setting-2": 100

}
}

]
}

What's next?
The lineage harvester triggers Collibra to import Tableau assets and their relations and
create a technical lineage for Tableau Data Attribute assets.

If issues occur during the Tableau ingestion process, check the Tableau troubleshooting
section to solve your problems.

To refresh the Tableau metadata, you can run the lineage harvester again or schedule
jobs to run them automatically.

Tip You can check the progress of the Tableau ingestion in Activities. The results
field indicates how many relations were imported into Data Catalog.

Prepare the Tableau <source ID> configuration
file
The lineage harvester uses the configuration file to connect to Tableau. However, you may
need to provide additional information via a Tableau <source ID> configuration file. You
use the Tableau <source ID> configuration file to:

l Define your Tableau operating model.
l Provide additional information about databases and files in Tableau. For example,
you can define the system name of databases in Tableau.

l Map a Tableau technical database name to the real database name, to preserve
stitching. See the databaseMapping property.

Chapter 1

293

co_about-activities.htm


Chapter 1

l Define in which domains in Collibra you want to ingest assets from your Tableau
sites and Tableau projects. See the domainMapping property.

Steps
Watch a video on how to do this

1. Create a new JSON file in the lineage harvester config folder.
2. Give the JSON file the same name as the value of the Id property in the lineage har-

vester configuration file.

Example If the value of the Id property in the lineage harvester configuration
file is tableau-source-1, then the name of your JSON file should be
tableau-source-1.conf.
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Important Your JSON file must have the file extension .conf.

3. For each database in Tableau, add the following content to the JSON file:

Tip You can use wildcards to capture multiple string combinations for any of
these properties.
Show me the supported wildcards

Pattern Description

* Matches everything.

? Matches any single character.

[seq] Matches any character in "seq".

[!seq] Matches any character not in "seq".

Property Description

collibraSystemNames This section contains the system information for
different Tableau data sources. Depending on the
kind of data source or connection, you have to
specify how to connect to this data source.

Tip For more information, see the Tableau
documentation. We also recommend to
check the list of supported connectors in
Tableau.
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databases This section contains connection information to
one or more databases in Tableau.

Tip
o If you do not have databases in Tableau,
you can remove this section.

o The values that you specify for this
property are not case sensitive.

hostname The host name of the database.

collibraSystemName The system name of the database.

files This section contains connection information to
one or more files in Tableau.

Tip If you do not have files in Tableau, you
can remove this section.

filePath The full path to the file. For example, the path to a
JSON file.

collibraSystemName The system name of the file.

connectors This section contains connection information to
one or more connectors in Tableau.

Tip
o If you do not have connectors in
Tableau, you can remove this section.

o The values that you specify for this
property are not case sensitive.
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connectorUrl The URL of the connector. For example, the URL
to Google Analytics.

collibraSystemName The system name of the connector.

cloudFiles This section contains connection information to
one or more cloud files in Tableau's input data.

Tip If you do not have cloud files in
Tableau, you can remove this section.

name The name of the file. For example, the name of a
Zendesk file.

collibraSystemName The system name of the cloud file.

databaseMapping The Tableau API returns a technical database
name based on the hostname, instead of the
actual database name, which breaks stitching.
This property allows you to map a Tableau
technical database name to the real database
name, for example:

"databaseMapping": {
"<hostname:port>":"<actual data-

base name>"
}

Tip The values that you specify for this
property are not case sensitive.
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domainMapping This section defines in which domains in Collibra
you want to ingest assets from your Tableau sites
and Tableau projects.

Important
o Use this property only if you want to
ingest Tableau assets into multiple
domains in Collibra Data Intelligence
Cloud. If you want to ingest into a single
domain, use only the domainID property
in the lineage harvester configuration
file.

o The domainID property in the lineage
harvester configuration file represents
the default domain. Tableau assets that
are not mapped to specific domains via
this domainMapping section, for
example Tableau Server assets, are
ingested in that default domain.

Domain mapping is transitive, meaning that all
resources, such as Tableau workbooks and data
attributes in a parent Tableau site, project or sub-
project, are ingested in the same domain as the
parent.

Show me an example
Let's say that you have a Tableau site named
"Site-1". You want to ingest all Tableau projects in
"Site-1" in a domain named "Domain-1" in
Collibra, with the exception of one Tableau project
named "Project-Default", which you want to ingest
in "Domain-2". You should configure the
domainMapping section as follows.
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"domainMapping": {
"<Site-1>": "reference-id-of-

Domain-1",
"<Site-1> > <Project-Default>":

"reference-id-of-Domain-2"
}

If you wanted to specify a domain for a sub-project
of "Project-Default", you would use the <site
name> > <project name> > <sub-project

name> property, as described below.

Tip For the properties in this
domainMapping section, ensure that you
maintain the spaces before and after ">", for
example "Site-1 > Project-
Default". The spaces serve as a
separator between the site and the projects.

site name The Tableau site name, followed by the unique
reference ID of the domain in Collibra in which you
want to ingest resources from the Tableau site.

Important In the configuration file, use the
actual site name, along with the domain
reference ID, for example: "Collibra_
tab_partner_site": "afc8cfb0-
91f1-4075-a3e5-7ce6d1f9bcc9"
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site name > project name The Tableau project name, preceded by the name
of the Tableau site to which it belongs, and
followed by the unique reference ID of the domain
in Collibra in which you want to ingest resources
from the Tableau project.

Important In the configuration file, use the
actual site and project names, along with
the domain reference ID, for example:
"Collibra_tab_partner_site > JB_
Test_2812": "d224a1a5-43b4-43b2-
8df0-ddf8f2726b82"

site name > project name
> sub-project name

The Tableau sub-project name, preceded by the
name of the Tableau site and project to which it
belongs, and followed by the unique reference ID
of the domain in Collibra in which you want to
ingest resources from the Tableau sub-project.

Important In the configuration file, use the
actual site, project and sub-project names,
along with the domain reference ID, for
example: "Collibra_tab_partner_
site > JB_Test_2812 >
ProjectJJ2": "d224a1a5-43b4-43b2-
8df0-ddf8f2726b82"
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.

{
"collibraSystemNames": {

"databases": [
{

"hostName": "tableau-server.us-east-
1.rds.amazonaws.com",

"collibraSystemName": "public"
}

],
"files": [

{"filePath": "C:\\ProgramData\\Tableau\\Tableau
Server\\data\\files\\sample.xls",

"collibraSystemName": "sample-files"
}

],
"connectors": [

{
"connectorUrl": "tableau-server-connector-url.com",
"collibraSystemName": "Oracle-connector"

}
],
"cloudFiles": [

{
"name": "file-name",
"collibraSystemName": "FILE"

}
]

},
"databaseMapping": {

"it1166-imm-int.ccd4.eu-west-
1.rds.amazonaws.com:1521":"IMMINT"

},
"domainMapping": {

"<site_name>": "domain-reference-id",
"<site_name> > <project_name>": "domain-reference-id",
"<site_name> > <project_name> > <subproject_name>":

"domain-reference-id"
}

}

4. Save the <source ID> configuration file.
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Schedule Tableau ingestion jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to make the
lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads
the Tableau metadata information to Collibra.

Collibra automatically creates new Tableau assets and stitches the Tableau assets to
existing data sources in Data Catalog at specific times, dates or intervals, using the
information in your configuration file.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
Tableau assets in a single BI Catalog domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial BI Catalog domain when you
synchronize Tableau. As a consequence, all manually added data of those assets is
lost.

Warning Relations that were manually created between Tableau assets and other
assets via a relation type in the Tableau operating model, are deleted after a refresh
of the Tableau metadata.

Migrating Tableau assets to the new Tableau
operating model
A key feature of the Collibra Data Intelligence Cloud 2022.02 release was the ability to
ingest Tableau metadata in Collibra Data Catalog and synchronize the metadata using the
lineage harvester. However, this new integration method was only available to customers
who did not need to migrate existing Tableau assets to the new operating model. A
migration script now eliminates that limitation.

In this section, we provide an overview of:

l How to integrate Tableau metadata via the lineage harvester.
l How to use the lineage harvester to migrate your existing Tableau assets to the new
operating model.
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About the Tableau migration
This section describes the terminology and methodology for migrating your existing
Tableau assets to the new Tableau operating model.

Terminology

Term Description

Tableau integration
v1

The process of integrating and synchronizing Tableau metadata
via the Data Catalog UI, including:

l The Tableau assets that were created in the process.
l Any custom asset types, attribute types and relation types.
l Any customizations to the Tableau asset types.
l Any customizations to your Tableau assets, for example
added attributes and relations.

l Any tags that you added to your Tableau assets.
l The specific Tableau ingestion results, which differ from the v2
ingestion results.

Tableau integration
v2

The process of integrating and synchronizing Tableau metadata
via the lineage harvester, including:

l The Tableau assets that were created in the process.
l The specific Tableau ingestion results, which differ from the v1
ingestion results.

Migration script A specific set of lineage harvester commands used to migrate
your custom asset types, attribute types and relation types that
were created as part of Tableau integration v1.

Note You need lineage harvester version 2022.03.0-5 or
newer. We recommend that you use the newest lineage
harvester.
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Methodology
The following is our methodology for migrating Tableau integration v1 metadata to the new
operating model. For greater detail see Overview: Tableau integration v2 and migration.

Note The purpose of this document is to guide you through the migration of assets
that were created via step 1 in the table below. That step is included here merely to
present the complete context, from ingesting assets via Tableau integration v1,
through migration.

No. Step Details

1 Integrate and
synchronize
Tableau
metadata via
Tableau
integration v1.

Over time, you have likely customized the Tableau asset
types, created custom attribute types and relation types,
and added attributes and relations to your Tableau v1
assets.

When you switch to the harvester integration, you want to
ensure that you won't lose any of those customizations. All
manually created asset types, attribute types and relation
types will be migrated.

2 Integrate the
same Tableau
metadata, but this
time via Tableau
integration v2.

After successful integration, you will have:

l A single BI Catalog domain in Collibra with custom
Tableau integration v1 assets and their custom attributes
and relations.

l A single BI Catalog domain in Collibra with Tableau integ-
ration v2 assets.

Important The new Tableau operating model is
only available in Collibra versions 2021.10 and
newer.
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3 Run the migration
script.

The full name of each Tableau integration v1 asset is
compared to the full name of the same assets from the
Tableau integration v2. When the names match, all of the
custom characteristics of the v1 assets are saved to the
respective v2 assets.

Assets of custom v1 asset types are recreated in the
specified domain.

Specifically:

l The following elements are migrated:
o Your custom v1 asset types, attribute types and
relation types.

o All assets of your custom v1 asset types.
o The custom attributes and relations of your custom v1
assets.

o Any tags that you added to your v1 assets.

l The following elements are ignored during the migration:
o All assets of out-of-the-box v1 asset types:
n Their custom attributes and relations, however, are
migrated and saved to their respective v2 assets.

n With the exception of Tableau Data Entity, Tableau
Report Attribute and Tableau View assets, which
are also ignored, but so too are the attributes and
relations of such assets.

o Any attribute types and relation types that are
included in the operating model.

4 Verify the
migration results.

Compare your Tableau integration v2 assets to the
respective Tableau integration v1 assets. Look to see that
the metadata that you manually added to your integration v1
assets has been added to your integration v2 assets.
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5 Delete your
Tableau
integration v1
assets and
custom assets.

If you've reviewed the migration results and everything
looks fine, you can delete your Tableau integration v1
assets and any assets of custom asset types.

Overview: Tableau integration v2 and migration
The Tableau integration v2 enables you to harvest Tableau metadata and create new
Tableau assets in Data Catalog. Collibra Data Intelligence Cloud analyzes and processes
the metadata and presents it as specific asset types, retaining their original names.

Steps
The following table shows the steps and prerequisites required to ingest metadata in
Collibra via lineage harvester (Tableau integration v2) and run the migration script.

Note
l This overview assumes that you have already ingested Tableau assets via
Tableau integration v1.

l In the commands that you enter to run the migration, you need to specify
which custom asset types, attribute types and relation types you want to
migrate.
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Step What? Description Prerequisites

1 Set up
Tableau.

Before you start the Tableau
integration in Data Catalog, make
sure that the lineage harvester can
reach the Tableau metadata.
Perform these tasks before you start
the actual Tableau ingestion
process.

Warning Because these
tasks are performed outside of
Collibra, it is possible that the
content changes without us
knowing. We strongly
recommend that you carefully
read the source
documentation.

l You have a
Tableau sub-
scription.
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2 Create a new
domain.

Before you can ingest
Tableau metadata, you have to
create a new domain or choose an
existing domain to store the new
Tableau assets.

Warning If you are using
Collibra Data Intelligence
Cloud 2021.11 or older, you
have to add all Tableau
attributes in the operating
model to a scope and create a
scoped assignment before
you ingest Tableau via the
lineage harvester. For
complete information and
step-by-step instruction, see
Tableau general
troubleshooting.

You have a resource
role with the following
resource permissions:

l Domain: Add
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3 Prepare the
physical data
layer.

You prepare Data Catalog's physical
data layer to enable Data Catalog to
automatically stitch the Tableau
assets to existing assets in Data
Catalog.

l You have a global
role with the Cata-
log global per-
mission, for
example Catalog
Author.

l You have set up
the JDBC driver of
your source data,
for example Snow-
flake.

l You have a
resource role with
the following
resource per-
missions on the
Schema com-
munity:
o Asset > add
o Attribute > add
o Domain > add
o Attachment >
add

l You have the per-
missions to retrieve
the metadata of the
following database
components
through the JDBC
Driver Database
Metadata methods:
o Schemas
o Tables
o Columns
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Step What? Description Prerequisites

4 Download and
install the
lineage
harvester

You use the lineage harvester to
trigger the creation of Tableau
assets, their relations and a technical
lineage in Data Catalog.

You can download the lineage
harvester from the Collibra Product
Resource Downloads page.

For a list of lineage harvester
installation requirements, see About
the lineage harvester installation.

l Your environment
meets the system
requirements to
install and use the
lineage harvester.
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5 Prepare the
lineage
harvester
configuration
file and run the
lineage
harvester.

You create a lineage harvester
configuration file with Tableau
connection information and run the
lineage harvester to import the
results of the Tableau integration
and the technical lineage for Tableau
into Data Catalog.

As a result, you now have a duplicate
of your Tableau metadata in Collibra.

l You have down-
loaded the lineage
harvester version
2022.03 or newer.

l Your environment
meets the system
requirements to
install and run the
lineage harvester.

l You have a global
role with the Cata-
log global per-
mission, for
example Catalog
Author.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a global
role with the Data
Stewardship Man-
ager global per-
mission.

l You have a
resource role with
the following
resource
permission on the
community level in
which you created
the BI Data Catalog
domain:
o Asset: add
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o Attribute: add
o Domain: add
o Attachment: add

6 Run the
migration
script

The migration script is triggered by a
lineage harvester command. You
then use arguments to migrate your
customized asset types and custom
attribute types and relation types.

Note You need lineage
harvester version 2022.03.0-5
or newer. We recommend that
you use the newest lineage
harvester.

Same prerequisites
as for the previous
step.

7 Verify the
migration
results

Compare your Tableau integration
v2 assets to the respective Tableau
integration v1 assets. Look to see
that the metadata that you manually
added to your integration v1 assets
has been added to your integration
v2 assets.

None
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8 Delete your
Tableau
integration v1
metadata.

If you've reviewed the migration
results and everything looks fine, you
can delete your Tableau integration
v1 assets and any assets of custom
asset types.

l You have a global
role with the
Catalog global
permission, for
example Catalog
Author.

l You have a
resource role with
the following
resource
permission on the
community level in
which you created
the BI Data Catalog
domain:
o Asset: Remove
o Domain:
Remove

Naming convention
When you synchronize Tableau, Collibra follows a strict naming convention for the names
of the new assets. Each asset has a display name and full name. The full name represents
the asset path from asset to the database it belongs to. You can freely edit the display
name. However, you should never edit the full name, because Data Catalog needs it for a
successful migration. Changing the full name may also break the synchronization process.

Warning We highly recommend that you not edit the full names of any Tableau
assets. Doing so will likely lead to errors during the migration and synchronization
process.
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Run the migration script
The migration script is triggered by a lineage harvester command. You then use
arguments to migrate your customized asset types and custom attribute types and relation
types.

Prerequisites
l You have Collibra Data Intelligence Cloud 2022.01 or newer.
l You have downloaded lineage harvester version 2022.03 or newer and you have the
necessary system requirements to run it.

l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: Add
o Attribute: Add
o Domain: Add
o Attachment: Add

l You have tested your connectivity with the Tableau server.

Steps

1. Run the following command to start the lineage harvester and trigger the migration:
o Windows: .\bin\lineage-harvester migrate-tableau <v1_tableau_

server_asset_id> <v2_source_id>
o for other operating systems: ./bin/lineage-harvester migrate-

tableau <v1_tableau_server_asset_id> <v2_source_id>

2. Use the following arguments to migrate:
o Customized asset types: -a <customAssetTypeId>
o Custom attribute types: -t <customAttributeTypeId>
o Custom relation types: -r <customRelationTypeId>
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Tip You can migrate multiple asset types, attribute types and relation types
by repeating the relevant command. In the following example, two asset types
are migrated, one after the other, by repeating the -a command, followed by
the relevant ID of each asset type.

Example

./bin/lineage-harvester migrate-tableau 7cc9f692-bbe4-
467f-8ffb-f43545465fcf testtableau22 \

-a asd13io2-sda2-sdi2-jsd9-asdoi124io12 \
-a ard86co4-sea5-sc4r-hk39-kjsv9she3hs9 \
-t 3ffafa8e-029c-4d01-a3c9-1c36e43c2655 \
-r d0086c90-98e6-4782-b07a-40fcb43845a3

What's next?
l The following elements are migrated:

o Your custom v1 asset types, attribute types and relation types.
o All assets of your custom v1 asset types.
o The custom attributes and relations of your custom v1 assets.
o Any tags that you added to your v1 assets.

l The following elements are ignored during the migration:
o All assets of out-of-the-box v1 asset types:

n Their custom attributes and relations, however, are migrated and saved
to their respective v2 assets.

n With the exception of Tableau Data Entity, Tableau Report Attribute and
Tableau View assets, which are also ignored, but so too are the attributes
and relations of such assets.

o Any attribute types and relation types that are included in the operating model.

Tip You can check the progress of the migration in Activities.

To refresh the Tableau integration v2 metadata, you can run the lineage harvester again
using the full-sync command, or schedule jobs to run them automatically.
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Soft deletion of your Tableau integration v1
assets
If you've reviewed the migration results and everything looks fine, you can delete your
Tableau integration v1 assets and any assets of custom asset types. You can either
manually delete the assets or use a lineage harvester argument to perform a soft delete of
the assets. Technically speaking, the soft delete does not delete the assets from your
Collibra environment; rather, it changes the status of the assets to Obsolete. You can then
create an asset filter to view all assets with the status Obsolete, and then manually delete
them.

Prerequisites
l You have Collibra Data Intelligence Cloud 2022.01 or newer.
l You have downloaded lineage harvester version 2022.03 or newer and you have the
necessary system requirements to run it.

l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: Update Status

Steps

1. Run the following command to start the lineage harvester and trigger the migration:
o Windows: .\bin\lineage-harvester migrate-tableau --delete

<v1_tableau_server_asset_id> <v2_source_id>
o for other operating systems: ./bin/lineage-harvester migrate-

tableau --delete <v1_tableau_server_asset_id> <v2_source_id>
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Example

./bin/lineage-harvester migrate-tableau --delete 7cc9f692-
bbe4-467f-8ffb-f43545465fcf testtableau22

Tip You can check the progress of the migration in Activities.

Tableau general troubleshooting
The following messages and issues can appear when you run the lineage harvester, view
a technical lineage or upload the new relations to Data Catalog via Collibra Data Lineage.

Chapter 1

317

co_about-activities.htm


Chapter 1

Problem Solution

You get connectivity
issues with a 401001
error code.

Unfortunately, 401001 is
a very general error
code, returned by a
Tableau API, that can
refer to many issues,
including but not limited
to the following:

l The lineage har-
vester configuration
file was configured
with the wrong pass-
word or Tableau site
ID.

l SSO authentication
was used, which is
not supported.

Ensure that the user/token that you intend to use to ingest
Tableau assets can authenticate to your Tableau APIs via
the command line, from the server on which you intend to
install and run the lineage harvester.

You can test your ability to authenticate by making the signin
API call, using a cURL command.

You can also try checking the login request that the lineage
harvester is sending to the Tableau server.

For complete information and guidance on how to test your
ability to connect to the Tableau server and authenticate, see
Test connectivity with the Tableau server.

The lineage harvester
does not connect to
hosts using a proxy
server.

Technical lineage does not support proxy server
authentication, but you can connect to a proxy server. For
complete details, including the necessary commands, see
Connecting to a proxy server.
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You get a TCP timeout
error.

To avoid TCP timeout errors, try configuring the Linux TCP
keepalive setting:

1. Edit your /etc/sysctl.conf file:
# vi /etc/sysctl.conf

2. Add the following settings:
net.ipv4.tcp_keepalive_time = 60

net.ipv4.tcp_keepalive_intvl = 10

net.ipv4.tcp_keepalive_probes = 6

3. To load the settings, run the following command:
# sysctl -p

The designation
"UNDEFINED" is shown
in the technical lineage.

If you are using a Tableau <source ID> configuration file,
ensure that you have specified a value for the relevant col-
libraSystemName property.
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You get the following
error message or a
similar certificate error:

Source '<data

source name>

failed with

exception:

javax.net.ssl.SSLH

andshakeException:

General SSLEngine

problem

This message appears when the proxy server sends an
unexpected certificate to the lineage harvester or when the
default Java TrustStore is empty or outdated.

First update Java and rerun the lineage harvester to see if
that resolves the issue. If the same error message is shown,
try the following:

On Windows

Note In the following example commands, we refer to
the techlin-gcp-us server. You should refer to the
correct CollibraData Lineage server in the geographic
location of your Collibra Data Intelligence Cloud
environment.

1. Run the following command to extract the certificate from
the Tableau server:
keytool -printcert -rfc -sslserver techlin-

gcp-us.collibra.com:443 > tableau-cert.crt

Tip Replace the URL techlin-gcp-us.collibra.com
with the URL for your Tableau server, which you
specify in the lineage harvester configuration file.
This will create a file named tableau-cert.crt in the
folder where you run this command.

2. Run the following command to find the location of your
JAVA_HOME:
echo %JAVA_HOME%

» The location path will be something like the following:
C:\Program Files\Java\jdk-17.0.2

3. Use the location path of your JAVA_HOME in the following
command, to import the tableau-cert.crt file into the
cacerts file found above.
keytool -importcert -file tableau-cert.crt -
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alias "TableauProdServerCert" -keystore

"C:\Program Files\Java\jdk-17.0.2\cacerts"

Note You can specify a different alias, if you want.

4. Run the following command:
keytool -list -keystore "C:\Program

Files\Java\jdk-17.0.2\lib\security\cacerts"

| findstr "Tableau"

5. Enter the keystore password.

Tip The password is typically changeit.

» A list of all certificates that match the Tableau string in
the "C:\Program Files\Java\jdk-17.0.2\cacerts" file is
shown.

Tip In the list of certificates, look for the one that
you imported in step 3. If it's listed, it means the
"C:\Program Files\Java\jdk-17.0.2\cacerts" file has
the certificate needed to validate the Tableau
server.

6. Run the following command to have the lineage harvester
use the cacerts file that you just updated.
set JAVA_OPTS=-

Djavax.net.ssl.trustStore="C:\Program

Files\Java\jdk-17.0.2\lib\security\cacerts"

-

Djavax.net.ssl.trustStorePassword="changeit"

7. Run the following command to test the synchronization:
./lineage-harvester.bat full-sync -s tableau

On Linux
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Note
l In the following example commands, we refer to the
techlin-gcp-us server. You should refer to the
correct CollibraData Lineage server in the
geographic location of your Collibra Data
Intelligence Cloud environment.

l If you want to add an existing certificate to the Java
TrustStore, instead of creating a new Keystore,
replace "<your keystore name>" in steps 2 and 3,
with the path to the cacerts file in your Java
installation, for example %JAVA_
HOME%\jre\lib\cacerts.

1. Use the following command to get a certificate from the
corresponding techlin-gcp-us.com site, which is part of the
CollibraData Lineage infrastructure:
openssl x509 -in <(openssl s_client -connect

techlin-gcp-us.collibra.com:443 -prexit

2>/dev/null) -out techlin-gcp-us.crt

Tip If you already have a correctly formatted
certificate on the server, you can skip this step.

2. Add the certificate to the Java TrustStore:
keytool -importcert -file techlin-gcp-us.crt

-alias techlin-gcp-us -keystore <your key-

store name> -storepass changeit

3. Run the lineage harvester and use the new TrustStore
using the following parameter:
-Djavax.net.ssl.trustStore=<your keystore

name>
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Example To synchronize your data sources again,
run the following command:

./bin/lineage-harvester full-sync -
Djavax.net.ssl.trustStore=mykeystore
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You get an external sys-
tem ID mapping error.

The error message looks similar to the following:

PROCESSING ERROR: "syn-
cer.domain.DgcSyncError: java.lang.Ex-
ception: Unexpected DGC job status: ERROR
Error message: {
"type" : "MESSAGE",
"message" : "A mapping for the external
system id 'd0f3a21a2324fa117112409b-
dea6ade7' and resource '59cf9293-fca1-
4f78-99ab-31c150a23626' already exists."
}
Caused by: java.lang.Exception: Unex-
pected DGC job status: ERROR
Error message: {
"type" : "MESSAGE",
"message" : "A mapping for the external
system id 'd0f3a21a2324fa117112409b-
dea6ade7' and resource '59cf9293-fca1-
4f78-99ab-31c150a23626' already exists."
}"

Please create a support ticket and provide your answers to
the following two questions.

Note Refer to the example error message above and
replace the IDs of the external system and the mapped
resource with those in the error message you
received.

l What is the asset type of the mapped asset? In this
example, the asset with ID 59cf9293-fca1-4f78-99ab-
31c150a23626?

Tip To view the asset type, go to the following
URL: <your-collibra-platform-url>/asset/59cf9293-
fca1-4f78-99ab-31c150a23626

l What is the mapping definition?
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Tip To view the mapping definition, go to the
following URL: <your-collibra-platform-
url>/rest/2.0/mappings/externalSystem/d0f3a21a2
324fa117112409bdea6ade7/mappedResource/59c
f9293-fca1-4f78-99ab-31c150a23626
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If you are using Collibra
Data Intelligence Cloud
2021.11 or older, you
have to add all Tableau
attributes in the
operating model to a
scope and create a
scoped assignment
before you ingest
Tableau via the lineage
harvester.

Show me how to add attributes to a scope and create a
scoped assignment

Prerequisites

l You are using Collibra 2021.11 or older.
l You have a global role that has the System administration
global permission.

Steps

1. In the main menu, click , then Settings.

» The Collibra settings page opens.
2. In the tab pane, click Scopes.
3. Above the table, to the right, click Add.

» The Create Scope dialog box appears.
4. Enter the required information.

Field Description

Name The name of the scope.

Description The description of the scope, for
example to add extra details.

5. Click Save.
6. Open a Tableau asset type:

a. In the main menu, click , then Settings.

» The Collibra settings page opens.
b. In the tab pane, click Asset Types.

» The asset type table appears.
c. In the overview of asset types, click an asset type.
» The Asset type editor opens.
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Important You need to do this for each of the
following asset types:
o Tableau Project
o Tableau Site
o Tableau Workbook
o Tableau Data Attribute
o Tableau Server
There are other Tableau asset types, but they do
not require the scoped assignment.

7. In the tab pane, click Add assignment.
» The Select scope for this assignment dialog box
appears.

8. Select the custom scope that you have created for
Tableau assets.

Note You can only add one scope at a time.

9. Click Add assignment.
» The settings of the global assignment are copied into
the selected scope.

Warning After you've created the scoped assignment,
do not change the assignment itself. The sole purpose
of the scoped assignment is to ingest read-only
attributes for which you normally need a system user.

Note If you ingest Tableau metadata in a Collibra
version 2021.09 or older, you must also manually
create two new relation types and add them to the
Tableau <source ID> configuration file.
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In Collibra, the name of
a Tableau Data Attribute
name is an asterisk (*).

If you ingest a Tableau dataset that doesn't have any attrib-
utes, asterisks (*) are shown as the Tableau Data Attribute
asset names in Collibra.
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You get the following
error message:

Can’t show all

data because the

timeout limit PT1M

has been exceeded.

Use pagination,

additional

filtering, or both

in the query, and

try again.

To resolve this error, try lowering the relevant paging option
value (or values) for the failing query. Consider the following
failure summary:

harvester.AbstractHarvester - Failure sum-
mary:

Source ‘tabemeat’ failed with exception:
harvester.error.TableauHarvesterError: Failed
to process Tableau source: Failed to execute
metadata query. Errors: [{“message”:“Can’t
show all data because the timeout limit PT1M
has been exceeded. Use pagination, additional
filtering, or both in the query, and try
again.“}].

Query: query worksheets($cursor: String,
$pageSize: Int, $nestedPageSize: Int) {

sheetsConnection(first: $pageSize, after:
$cursor) {

nodes {
id
name
luid
....

In this example, the query name is worksheets:

Query: query worksheets($cursor: String,
$pageSize: Int, $nestedPageSize: Int)

Try lowering one or both of the paging option values for
worksheets:

l worksheetsPageSize (default value is 100)
l worksheetsFieldsPageSize (default value is 100)

Show me all of the paging options and default values for
each query name

Query name Paging options (default value)

dashboards dashboardsPageSize (100)

databases databasesPageSize (100)
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Query name Paging options (default value)

datasourceFields datasourceFieldsPageSize (100)

Plus the following limits:

l columnsLimit (20)
l fieldsLimit (20)

datasources l datasourcesPageSize (50)
l datasourcesFieldsPageSize (50)

Plus the following limits:

l columnsLimit (20)
l fieldsLimit (20)

tableColumns tableColumnsPageSize (1000)

tables l tablesPageSize (100)
l tablesColumnsPageSize (100)

worksheetFields worksheetFieldsPageSize (1000)

worksheets l worksheetsPageSize (100)
l worksheetsFieldsPageSize (100)
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Working with Power BI service (NEW)
Power BI service is a cloud business intelligence software that helps you see and
understand your data. You can ingest Power BI metadata in Data Catalog and create a
technical lineage.

The Power BI service integration in Collibra Data Intelligence Cloud is not the same as the
Power BI Report Server integration. If you want to ingest Power BI Report Server
metadata in Collibra Data Intelligence Cloud, please read the Power BI Report Server
section in the Documentation Center.

Note If you want to ingest Power BI metadata in Data Catalog, you have to
purchase the Power BI connector and lineage feature.

Tip If you previously integrated Power BI metadata via the Power BI harvester, you
can now migrate your existing Power BI assets to the new integration method.

Features
Collibra Data Lineage currently supports two means by which to integrate Power BI in
Data Catalog. The following table shows the features specific to the two integration
methods.

Feature Integration via the Power
BI harvester

Integration via the lin-
eage harvester

Catalog ingestion

Technical lineage

Automatic stitching

Uses only one harvester
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Feature Integration via the Power
BI harvester

Integration via the lin-
eage harvester

No Windows dependency

Uses new Power BI APIs

Workspace filtering for high-
volume data

Mapping to target domains

Data flow support

Tip After we have successfully switched to the new Power BI APIs, we will have
more opportunities to improve the integration. You can add your ideas for product
enhancements and new features in the Collibra Integrations Ideation Portal.

Power BI terminology
Before you ingest Power BI, read more about the Power BI terminology and how it maps
with the Collibra Data Intelligence Cloud asset types.

Note For more information, see the Power BI documentation.

Power BI
term

Description Asset type in Collibra

Capacity A resource that hosts Power BI Work-
spaces.

Power BI Capacity

332

https://productresources.collibra.com/ideation-platform/
https://docs.microsoft.com/en-us/power-bi/fundamentals/service-basic-concepts


Power BI
term

Description Asset type in Collibra

Dashboard A collection of Power BI tiles with metrics
from one or more Reports and Data
Models.

Power BI Dashboard

Dataflow A collection of tables that are created and
managed in workspaces in the Power BI
service.

Power BI Data Flow

Data Set A collection of data that is used to create
a Power BI report.

Power BI Data Model

Data Set
Column

A column in a Power BI Data Model. Power BI Column

Data Set
Table

A table in a Power BI Data Model. Power BI Table

Report A detailed view of a Power BI Data
Model, with visualizations of findings and
insights.

Power BI Report

Server or
Tenant

A visual analytics platform for creating
and storing Power BI Reports and Data
Models.

Power BI Server

Tile An element representing data on the
Power BI Dashboard.

Power BI Tile

Workspace A collection of Power BI Dashboards,
Reports and Data Models.

Power BI Workspace
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Power BI operating model
The lineage harvester collects Power BI metadata and sends it to the Collibra Data
Lineage server. Collibra processes the metadata and creates new Power BI assets and
relations in Data Catalog. You can see them on the asset page overview or visualize them
in a diagram or in a technical lineage.

Note
l The assets have the same names as their counterparts in Power BI. Full
names and Display names cannot be changed in Data Catalog.

l Asset types are only created if you have all specific Power BI and Data
Catalog permissions.

l The Power BI assets are created in the domain (or domains) that you specify
in the lineage harvester configuration file.

l Relations that were created between Power BI assets and other assets via a
relation type in the Power BI operating model, are deleted upon
synchronization. The same is true of any attribute types in the operating model
that you add to Power BI assets. To ensure that the characteristics you add to
Power BI assets are not deleted upon synchronization, be sure to use
characteristics that are not part of the Power BI operating model.

Power BI metadata overview
The following image shows the relations between Power BI asset types.
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Harvested metadata per asset type
This table shows the harvested Power BI metadata for each Power BI asset type.
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Asset type Harvested Power BI metadata in Data Catalog

Power BI Capacity l Full name
l Display name
l Server hosts / is hosted in Business Dimension
l BI Folder assembles / is assembled in BI Folder

Power BI Column l Full name
l Display name
l Description
l Technical Data Type
l Data Element targets / sources Data Element
l BI Data Model contains / is part of BI Data Attribute
l Data Entity contains / is part of Data Attribute

Power BI Dashboard l Full name
l Display name
l BI Data Set is source / Source for BI Report
l Report uses / is used in Report
l Report related to / impacted by Business Asset

Power BI Data Flow l Full name
l Display name
l Data Entity is part of / contains Data Model
l Data Model contains / is part of BI Data Attribute
l BI Folder contains / contained in Data Asset

Power BI Data Model l Full name
l Display name
l Data Asset is source for / source BI report
l Data Entity is part of / contains Data Model
l Data Model contains / is part of BI Data Attribute
l BI Folder contains / contained in Data Asset
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Asset type Harvested Power BI metadata in Data Catalog

Power BI Report l Full name
l Display name
l Description
l Business Dimension groups / is grouped into Report
l Report related to / impacted by Business Asset
l Report uses / is used in Report
l BI Data Set is source for / source BI Report

Power BI Server l Full name
l Display name
l Server hosts / is hosted in Business Dimension

Power BI Table l Full name
l Display name
l Description
l Data Entity contains / is part of Data Attribute
l Data Entity is part of / contains Data Model

Power BI Tile l Full name
l Display name
l Business Dimension groups / is grouped into Report
l Report related to / impacted by Business Asset
l Report uses / is used in Report
l BI Data Set is source for / source BI Report

Power BI Workspace l Full name
l Display name
l Description
l State
l BI Folder contains / contained in Data Asset
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report

Chapter 1

337



Chapter 1

Note The metadata that is shown on the assets' pages depends on the asset type's
assignment. As a result, you might not see all harvested metadata on the asset's
page by default.

Example of ingested Power BI metadata
The following image shows an example structure after Power BI ingestion.

Recommended hierarchy within a domain
You can enable hierarchies for the domain (or domains) in which your Power BI assets
were ingested. Doing so makes it easier to understand the relation between your Power BI
assets, when viewing the assets on the domain page.
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Follow these steps to enable and configure the recommended hierarchy.

Steps

1. Open the domain page of the relevant BI Catalog domain.
2. In the content toolbar, click .

» The Configure Hierarchy dialog box appears.
3. Select Enable Hierarchy.
4. Select Single path.
5. Start typing and select each of the following relation types:

o Server hosts Business Dimension
o BI Folder assembles BI Folder
o Business Dimension groups Report
o BI Report source Data Asset
o Data Model contains Data Entity
o Data Entity contains Data Attribute

6. Click Apply.

Note In an asset view, if any asset is deleted, for example via synchronization or
manual deletion, the view is recreated and the hierarchy is lost. In this case, you can
again enable and configure the recommended hierarchy.

Power BI asset and domain types
The Power BI integration in Collibra Data Intelligence Cloud uses a specific subset of
packaged asset types and domain types.

The following table contains the asset and domain types that are used for the Power BI
integration. You can see the parent asset types in the breadcrumbs above each asset
type.
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Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
Power BI Capacity

A resource that hosts Power BI Workspaces. BI Catalog

Business Asset 
Business
Dimension 
BI Folder
Power BI Workspace

A collection of Power BI Dashboards, Reports
and Data Models.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Dashboard

A collection of Power BI tiles with metrics from
one or more Reports and Data Models.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Report

A detailed view of a Power BI Data Model, with
visualizations of findings and insights.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Tile

An element representing data on the Power BI
Dashboard.

BI Catalog
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Asset type Description Domain
type

Data Asset  Data
Element  Data
Attribute  BI
Data Attribute 
Power BI Column

A column in a Power BI Data Model. BI Catalog

Data Asset  Data
Structure  Data
Entity  BI Data
Entity 
Power BI Table

A table in a Power BI Data Model. BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
Power BI Data Flow

A collection of tables that are created and
managed in workspaces in the Power BI service.

BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
Power BI Data Model

A collection of data that is used to create a Power
BI report.

BI Catalog

Technology Asset 
Server  BI

Server 
Power BI Server

A visual analytics platform for creating and
storing Power BI Reports and Data Models.

BI Catalog
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Overview Power BI integration steps
The Power BI integration enables you to harvest Power BI metadata and create new
Power BI assets in Data Catalog. Collibra analyzes and processes the BI metadata and
presents it as specific asset types, retaining their original names.

Steps
The table below shows the steps and prerequisites required to integrate Power BI in Data
Catalog. These steps are best practices, which means that some of them might be
optional, but highly recommended.

Important In the global assignment of each asset type included in the Power BI
operating model, ensure that none of the characteristics that are in the operating
model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for
any such characteristics, ingestion will fail.
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Step What? Description Prerequisites

1 Set up a
Power BI
application.

Before you start the Power BI
integration in Data Catalog, make
sure that the lineage harvester can
reach the Power BI metadata.
Perform these tasks before you start
the actual Power BI ingestion
process:

l The authentication process.
l The registration of your Power BI
application in Microsoft Azure.

l The Power BI roles and ded-
icated capacities for Power BI
workspaces.

l The required Power BI sub-
scription.

Warning Because these
tasks are performed outside
of Collibra, it is possible that
the content changes without
us knowing. We strongly
recommend that you carefully
read the source
documentation.

l You have a Power
BI subscription.
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Step What? Description Prerequisites

2 Prepare one or
more new
domains.

Before you can ingest Power
BI metadata, you have to designate
a domain for storing the new Power
BI assets. You can choose an
existing domain or create one or
more new domains.

Note Make note of the
reference ID of the domain.
You need to mention the
reference ID in the lineage
harvester configuration file.

l You have a
resource role with
the following
resource per-
missions:
o Domain: Add

3 Optionally,
assign the
attribute type
State to the
global
assignment of
the Power BI
Workspace
asset type.

On Power BI Workspace asset
pages, you can include the attribute
type State, to show the state of
ingested Power BI workspaces. To
do so, you have to edit the global
assignment of the Power BI
Workspace asset type and assign
the attribute type State.

If you delete a Power BI workspace,
the workspace is maintained for a
90-day grace period. During the
grace period, the workspace has the
state Deleted. When you ingest
Power BI metadata in Data Catalog,
this deleted workspace is ingested.

For complete information on Power
BI workspaces and possible states,
see the Microsoft Power BI
documentation.

You have a global role
that has the System
administration global
permission.
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Step What? Description Prerequisites

4 Download and
install the
lineage
harvester.

You use the lineage harvester to
trigger the creation of Power BI
assets, their relations and a
technical lineage in Data Catalog.

We highly recommend that you
always install and use the newest
lineage harvester. You can
download the lineage harvester from
the Collibra Product Resource
Downloads page.

l Your environment
meets the system
requirements to
install and use the
lineage harvester.
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Step What? Description Prerequisites

5 Prepare the
lineage
harvester
configuration
file and run the
lineage
harvester.

You create a lineage harvester
configuration file with Power BI
connection information and run the
lineage harvester to import the
results of the Power BI integration
and the technical lineage for Power
BI into Data Catalog.

As a result, Collibra creates new
Power BI assets in Data Catalog
and imports relations between these
assets. It also creates a technical
lineage for Power BI assets and
other data sources in the lineage
harvester configuration file.

Important If the
useCollibraSystemName
property in the lineage
harvester configuration file is
set to true, you also have to
provide a <source ID>
configuration file that defines
the system name of
databases in Power BI.

Tip For more information
about the lineage harvester,
see the Collibra Data Lineage
documentation.

l You have down-
loaded lineage har-
vester version
2022.05 or newer.
We highly recom-
mend that you
always install and
use the newest lin-
eage harvester.

l Your environment
meets the system
requirements to
install and run the
lineage harvester.

l You have prepared
a lineage harvester
configuration file.

l You have a global
role with the Cata-
log global per-
mission, for
example Catalog
Author.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a global
role with the Data
Stewardship Man-
ager global per-
mission.

l You have a
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Step What? Description Prerequisites

resource role with
the following
resource
permission on the
community level in
which you created
the BI Data Catalog
domain:
o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

6 Prepare the
Power BI
<source ID>
configuration
file.

If the useCollibraSystemName
property in the lineage
harvester configuration file is set to
true, you have to provide a <source
ID> configuration file that defines
the system name of databases in
Power BI. Collibra Data Lineage
uses the system names to match the
structure of databases in Power BI
to assets in Data Catalog.

You know the names
or IDs of the capacities
or workspaces you
want to ingest.
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Step What? Description Prerequisites

7 Manually
refresh your
Power BI data-
sets.

Important Carry out this step
only if this is the first time
you're integrating Power BI in
Data Catalog.

The first time you integrate Power
BI, you need to make sure that the
data in your Power BI datasets is up-
to-date. After that, Microsoft
automatically refreshes the datasets
every 90 days.

For complete information, see:

l The Microsoft documentation.
l The Microsoft Power BI Blog.

See Power BI pre-
requisites.

348

https://docs.microsoft.com/en-us/power-bi/connect-data/refresh-data
https://powerbi.microsoft.com/en-us/blog/announcing-scanner-api-admin-rest-apis-enhancements-to-include-dataset-tables-columns-measures-dax-expressions-and-mashup-queries/


Step What? Description Prerequisites

8 Run the lin-
eage harvester
again

Important Carry out this step
only if this is the first time
you're integrating Power BI in
Data Catalog.

Start the lineage harvester again in
the console and run the following
command:

l for Windows: .\bin\lineage-
harvester.bat full-sync

l for other operating systems:
./bin/lineage-harvester

full-sync

When prompted, enter the
passwords to connect to your
Collibra environment. The password
is encrypted and stored in
/config/pwd.conf

Same as for step 5.
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Step What? Description Prerequisites

9 View the
Power BI
assets and
technical lin-
eage

After the Power BI metadata is
ingested in Data Catalog, you can
go to the domain where you
ingested Power BI and see the list of
ingested Power BI assets. These
assets are automatically stitched to
existing assets in Data Catalog.

You can go to a Power BI Column
asset page and click the Technical
lineage lineage tab to view the
technical lineage.

Note If you ingest Power BI
for the first time or if you
change your geolocation or
cloud provider, you have to
restart the DGC service
before you can see your
technical lineage.

Warning When you run the
lineage harvester, Collibra
Data Lineage creates all
Power BI assets in the Data
Catalog BI domain (or
domains) you specified in the
Power BI <source ID>
configuration file. We highly
recommend that you do not
move these assets to other
domains. If you move assets
to other domains, they will be
deleted and recreated in the
initial Data Catalog
BI domains when you

l Catalog Experience
is enabled in Col-
libra Console.

l You have a Data
Catalog global role
with the Technical
lineage global per-
mission.
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Step What? Description Prerequisites

synchronize Power BI. As a
result, all manually added
characteristics of those
assets are lost.

Power BI ingestion considerations and
limitations
There are a few considerations and limitations that you should be aware of when you use
the Power BI metadata connector and lineage feature.

General considerations
l The assets have the same names as their counterparts in Power BI. Full names and
Display names cannot be changed in Data Catalog.

l Asset types are only created if you have all specific Power BI and Data Catalog per-
missions.

l The Power BI assets are created in the domain (or domains) that you specify in the
Power BI <source ID> configuration file.

l Relations that were created between Power BI assets and other assets via a relation
type in the Power BI operating model, are deleted upon synchronization. The same
is true of any attribute types in the operating model that you add to Power BI assets.
To ensure that the characteristics you add to Power BI assets are not deleted upon
synchronization, be sure to use characteristics that are not part of the Power BI oper-
ating model.

Supported subscriptions
You need one of the following subscriptions to ingest Power BI metadata in Data Catalog.
The metadata collected by the lineage harvester is the same, regardless of your
subscription.
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l Power BI Pro.
l Power BI Premium.
l Power BI Premium Per User.

Other Power BI subscriptions are currently not supported.

Power BI metadata
The lineage harvester can only partially access metadata of the following Power BI
elements:

l Classic Power BI workspaces, which include MyWorkspace. Only a full ingestion of
new Power BI workspaces is supported.

l Descriptions of most Power BI elements.
l Power BI apps are not ingested. They can, however, be ingested as Power
BI Reports.

Note The prefix "[App]" in the name of a Power BI Report asset indicates that
the report is distributed as part of an app, in Power BI. Direct links to such
reports in Power BI don’t work, which means that the link in the URL attribute
on the Power BI Report asset page doesn't work. In a future version of
Collibra, we will not include the URL attribute for such reports on Power BI
Report asset pages.

The lineage harvester cannot access metadata of the following Power BI elements:

l Tile subtitles.
l Data from external sources supplying the input for the Power Query expressions in
Power BI.

Important The Collibra Data Lineage server can process most, but not all, complex
Power BI metadata. This means that the success rate of a Power BI ingestion can
be very high, but almost never 100%.

Known issues
The following table presents the known issues of the Power BI integration in Collibra Data
Intelligence Cloud.
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Known issue Description

The data set Report
Usage Metrics Model
cannot be ingested.

The Report Usage Metrics Model is a data set that is
automatically created by Power BI. This data set does not
contain actual data, which means that they contain nothing to
ingest into Data Catalog.

However, the lineage harvester still tries to access the
metadata and, since there is nothing to access, shows an
error message. All error messages about the Report Usage
Metrics can be ignored.

Stitching results are
gray.

Usually, data objects that Collibra Data Lineage stitches to
assets in Data Catalog have a yellow background in the
technical lineage graph. However, assets of BI sources, for
example Power BI, that are stitched to other assets in Data
Catalog currently have a gray background. This does not
indicate that stitching failed. You can see which assets are
stitched on the Stitching tab page.

Power BI assets that are
moved to a different
domain are deleted after
synchronization.

Warning When you run the lineage harvester,
Collibra Data Lineage creates all Power BI assets in
the Data Catalog BI domain (or domains) you
specified in the Power BI <source ID> configuration
file. We highly recommend that you do not move these
assets to other domains. If you move assets to other
domains, they will be deleted and recreated in the
initial Data Catalog BI domains when you synchronize
Power BI. As a result, all manually added
characteristics of those assets are lost.
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Known issue Description

You have successfully
ingested Power BI
metadata, but calculated
tables and columns are
not shown in the
Technical lineage or in
the browse tab pane.

Calculated columns are virtually the same as a non-
calculated columns, with one exception: their values are
calculated using DAX formulas and values from other
columns. Collibra Data Lineage currently does not support
internal transformations via DAX language, and any data
objects derived via DAX are not shown in the technical
lineage or in the browse tab pane. Currently, only M
Query/Power Query expressions are supported.

You get an error
message that mentions
one of the following:

l “… function not
implemented”

l “invalid lexical
element”

This means that the specific integration feature is not
currently supported.

Tip You can add your ideas for product
enhancements and new features in the Collibra
Integrations Ideation Portal.

Supported data sources in Power BI
Power BI is business intelligence software that can integrate with various data sources.
When you ingest Power BI metadata, Collibra Data Lineage tries to automatically stitch
this metadata to data sources registered in Data Catalog. It also creates a technical
lineage that shows where metadata is used and how it transforms.

The following table shows the supported data source types in Power BI that have been
tested.

Warning Although the following data sources have been tested extensively, there
still may be some issues caused by unsupported elements within the data source or
limitations in the Power BI integration process.
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Power BI data
source

Connection
type

Technical lineage Stitching to registered
data sources in Data
Catalog

Amazon
Redshift

Import Yes Yes

Azure
Databricks

Import Yes Yes

Google
BigQuery

Import Yes Yes

ODBC Import Yes Yes

Important You
need to use a Power
BI <source ID>
configuration file to
provide the true
system names of the
ODBC databases in
Power BI. For more
information, see
Providing ODBC
database names in
Power BI.

Oracle Import Yes Yes

Snowflake Import Yes Yes

SQL Server Import Yes Yes

Sybase Import Yes Yes
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Note We cannot guarantee that other data sources in Power BI can be stitched
successfully.

Providing ODBC database names in Power BI
You can create a technical lineage for ODBC data sources in Power BI. However, ODBC
database names often can't be determined. When a database name can't be determined,
it's given a substitute name, which is the ODBC connection string.

This substitute name can be seen in the technical lineage, but it is merely a placeholder
that doesn't carry any meaning if you're trying to identify the database it represents in the
technical lineage. A bigger problem is that if you want to stitch the ODBC database to
assets in Data Catalog, the substitute name won't match with any ingested databases, so
stitching won't work.

To ensure that the true database names appear in the technical lineage, and to ensure
successful stitching, you can use a Power BI <source ID> configuration file to provide the
true system names of the ODBC databases in Power BI.

Tip The name "<source ID>" refers to the value of the sourceId property in the
lineage harvester configuration file. If, for example, the value of the sourceId
property in the lineage harvester configuration file is power-bi-source-1, then the
name of your <source ID> configuration file should be power-bi-source-1.conf.

Example of the <source ID> configuration file
For each ODBC database in Power BI, add the following content to the JSON file:

{
"found_dbname=DSN_MYDATABASE;found_hostname=ODBC": {

"dbname": "DB001",
"schema": "MYSCHEMA",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

}
}
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Property Description

found_
dbname=<substitute
database name>;found_
hostname=<server
name>

found_dbname is the substitute database name. You need
to convert it to uppercase and replace every non-
alphanumeric character by an underscore (_). In this
example, the substitute name is “dsn=MYDATABASE”, so
you should use "DSN_MYDATABASE".

Note The substitute name is the ODBC connection
string, which can be lengthy when it includes the
driver and parameters in full.

found_hostname should be “ODBC”, but you can also use
an asterisk (*).

dbname The true system name of the ODBC database in Power BI.

schema The name of the default schema of the ODBC database in
Power BI.

If no schema is specified and the lineage harvester fails to
find a specific schema, it uses the default schema.

dialect The dialect of the ODBC connection.

The dialect must be one of the supported SQL dialects. If
no dialect is specified, “mssql” is used, by default.

Tip
You can enter one of the following values:

l azure, for an Azure SQL Server data source.
l bigquery, for a Google BigQuery data source.
l mssql, for a Microsoft SQL Server data source.
l oracle, for an Oracle data source.
l redshift, for an Amazon Redshift data source.
l snowflake, for a Snowflake data source.
l sybase, for a Sybase data source.
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Property Description

collibraSystemName The system or server name of a database.

Important Because you are using a <source ID>
configuration file only for the purpose of providing the
true system name of an ODBC database in Power
BI, you are not required to:

l Set the useCollibraSystemName property in the
lineage harvester configuration file to true.

l Specify a Collibra system name in the <source
ID> configuration file.

However, if the useCollibraSystemName property is
set to true in the lineage harvester configuration file,
then you must specify a Collibra system name in the
<source ID> configuration file.

For complete information on working with <source ID> configuration files, see Power BI
<source ID> configuration file.

Supported Power Query M functions
Power Query is a data transformation and preparation engine. It uses a scripting language
called Power Query M formula language—also known as M—for all transformations.

M is considered a "mashup" language. The Power Query engine filters and combines data
from supported data sources. The "mashed up" data is then expressed using M. M is used
by Power BI. It is not relevant to other integrations in Collibra.

The Collibra Data Lineage servers perform lexical and syntax analysis of M. With regard to
syntax analysis, the Collibra Data Lineage servers currently support the following
functions.

For complete information on these functions, see the Microsoft documentation on
accessing data functions.
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l Backend-accessing data functions that impact the lineage diagram
o File.Contents
o Web.Contents
o Csv.Document
o Excel.Workbook
o Sql.Database
o Sql.Databases
o PostgreSQL.Database
o Sybase.Database
o Oracle.Database
o AmazonRedshift.Database
o GoogleBigQuery.Database
o Snowflake.Database
o Databricks.Contents
o Odbc.Query
o Odbc.DataSource

l Transformations that impact the lineage diagram
o Replacer.ReplaceText
o Replacer.ReplaceValue
o Table.AddColumn
o Table.AddIndexColumn
o Table.DuplicateColumn
o Table.ExpandTableColumn
o Table.FromRows
o Table.NestedJoin
o Table.PromoteHeaders
o Table.RemoveColumns
o Table.RenameColumns
o Table.ReorderColumns
o Table.ReplaceValue
o Table.SelectColumns
o Table.SplitColumn
o Table.Unpivot
o Table.UnpivotOtherColumns
o Table.TransformColumnNames

l Transformations that don't impact the lineage diagram
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o Table.AddKey
o Table.AlternateRows
o Table.Buffer
o Table.Distinct
o Table.ExpandListColumn
o Table.FillDown
o Table.FillUp
o Table.FindText
o Table.FirstN
o Table.InsertRows
o Table.LastN
o Table.MaxN
o Table.MinN
o Table.Range
o Table.RemoveFirstN
o Table.RemoveLastN
o Table.RemoveMatchingRows
o Table.RemoveRows
o Table.RemoveRowsWithErrors
o Table.Repeat
o Table.ReplaceErrorValues
o Table.ReplaceKeys
o Table.ReplaceMatchingRows
o Table.ReplaceRows
o Table.ReverseRows
o Table.SelectRows
o Table.SelectRowsWithErrors
o Table.Skip
o Table.Sort
o Table.TransformColumns
o TableTransformColumnTypes
o Table.First
o Table.Last
o Table.Max
o Table.Min
o Table.SingleRow

l Unsupported transformations
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Note Using unsupported transformations can cause parsing errors.

o Table.IsEmpty
o Table.FromRecords
o SharePoint.Tables
o Folder.Files
o PowerBIRESTAPI.Navigation
o DB2.Database
o Table.ExpandRecordColumn
o Table.Group

Power BI prerequisites
Before you start the Power BI integration process, you have to perform a number of tasks
in Power BI and Microsoft Azure. These tasks, which are performed outside of Collibra, are
needed to enable the lineage harvester to reach your Power BI application and collect its
metadata.

The tasks include the following:

l Attain authentication.
l Register your Power BI application in Microsoft Azure and set permissions.
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l Fulfill the Power BI dedicated capacities and roles requirements for Power BI work-
spaces.

The metadata harvesting process explains in detail the prerequisites for enabling the
lineage harvester to collect the Power BI metadata.

Note There are some limitations to the metadata harvesting process. Ensure that
you understand these limitations before you start the harvesting process.

Warning Because these tasks are performed outside of Collibra, it is possible that
the content changes without us knowing. We strongly recommend that you carefully
read the source documentation.

Supported Power BI subscriptions
You need one of the following subscriptions to ingest Power BI metadata in Data Catalog.
The metadata collected by the lineage harvester is the same, regardless of your
subscription.

l Power BI Pro.
l Power BI Premium.
l Power BI Premium Per User.

Tip We highly recommend you to have a Power BI Premium subscription.

Authentication
You have to attain authentication to access Power BI metadata. Your authentication
method determines how you retrieve the metadata. The lineage harvester supports two
authentication methods:

l Username and password
l Service principal

The metadata harvesting process is different for each authentication method. Therefore,
different configurations in Microsoft Azure and Power BI are required.
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Note We highly recommend that you use the service principal authentication, as
detailed metadata scanning in Power BI is designed for use with service principal
authentication.

Tip
You can use a cURL command to check whether or not you can use username and
password authentication.

Show me how
Run the following command, where the bolded text refers to your information:
curl -v “https://login.microsoftonline.com/<your
environment>.onmicrosoft.com/oauth2/v2.0/token” -F client_
id=<your ID> -F “username=<your username>” -F “password=<your
password>” -F
“scope=https://analysis.windows.net/powerbi/api/.default” -F
grant_type=password

To check on Windows, follow these steps:

1. Download and install the cURL Command-Line Tool.
2. In Windows, click Start > Run, and then enter cmd in the Run dialog box.
3. Run the following command, where the bolded text refers to your information:

“https://login.microsoftonline.com/<your
environment>.onmicrosoft.com/oauth2/v2.0/token” -F client_
id=<your ID> -F “username=<your username>” -F
“password=<your password>” -F
“scope=https://analysis.windows.net/powerbi/api/.default” -
F grant_type=password

Note To ingest Power BI dataflows:

l You need access to the Power BI environment in which the data flow is stored.
l The data set in the data flow must exist in a premium workspace.

Username and password

The username and password authentication method relies on the username, in the form of
an email address, and a password you provide to access the Power BI metadata.

Chapter 1

363

https://www.oracle.com/webfolder/technetwork/tutorials/obe/cloud/objectstorage/restrict_rw_accs_cntainers_REST_API/files/installing_curl_command_line_tool_on_windows.html


Chapter 1

To use the username and password authentication method, you need to be an Azure
Active Directory user with a Power BI admin role in Power BI.

When you become an Azure Active Directory user, a new email address is created. This
email address is the username you use to sign in to Power BI. You can store the username
and password you use to sign in to Power BI in the Technical lineage configuration file.

Note Only Azure Administrators can create users and require them to authenticate
via username and password. The Azure Administrator also assigns the user the
Power BI admin role. This user is only created for the purpose of Power BI
integration in Collibra Data Intelligence Cloud. The user in Azure should have a
Member user type.

Service principal

The service principal authentication method lets an Azure Active Directory automatically
access Power BI.

Service principal authentication relies on the Power BI Tenant ID and the Azure Active
Directory application ID that you provide in the lineage harvester configuration file. The
password you need to access Power BI is the client secret key of the Azure Active
Directory application.

To use service principal authentication, you need to embed Power BI content with a
Service Principal and an application secret. This entails the following steps:

l In the Power BI Admin portal:
o Enable the Allow service principals to use read-only Power BI admin APIs
option.

o Enable the Allow service principal to use Power BI APIs option in the
Developer settings.

o Enable the Enhance admin APIs responses with detailed metadata (Pre-
view) option.

o Enable the Enhance admin APIs responses with DAX and mashup expres-
sions (Preview) option.

Note You need Power BI administrator rights to access the Power BI Admin
portal.
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Tip Do not confuse the Allow service principals to use read-only Power BI admin
APIs option with the Allow service principal to use Power BI APIs option. You
need to enable both options.

Register Power BI in Microsoft Azure and set
permissions
Before you set up the lineage harvester, make sure that the harvester can reach Power
BI by registering Power BI in Azure and setting the necessary permission to harvest the
metadata.

We highly recommend that you read about supported authentication methods before you
register Power BI in Microsoft Azure.

Warning This procedure is performed outside of Collibra. A third-party might
change the software without notification, which can render this documentation out-
of-date. We highly recommend that you carefully read the source documentation.

Steps

Tip The content in this topic is different for the username / password authentication
method or service principal authentication method. We highly recommend that you
read the following instructions carefully before you register Power BI in Microsoft
Azure:

l Service principal instructions
l Username / password instructions
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1. Register Power BI in the Azure Portal using the following settings:

Setting Description

Name The name of your Power BI application.

Supported account
types

The type of tenant. This indicates who can access the
Power BI application.

In this case, the supported account type must be Single
tenant.

Redirect URI The location to which a user's client is redirected and
where security tokens are sent after a successful
authorization.

In this case, the redirected URI must be Web, but you do
not have to specify any web location.

» When you have registered Power BI, the Azure portal creates two important IDs
that you need in the Technical lineage configuration file:

o The Application (client) ID
o The Directory (tenant) ID

Note We highly recommend that you store these IDs for further use. You can
find the IDs in the Overview pane on the Azure portal or in the top right menu.

2. Create a user with the Power BI Administrator role (only for username / password
authentication).
a. Grant the Power BI application in Microsoft Azure administrator rights (such as

Office 365 Global Administrator or Power BI Service Administrator). (only for
username / password authentication)

Note Delegated permissions are supported.

3. In the Azure portal, go to the Authentication pane and do the following:
a. Go to the Advanced settings section.
b. Set the Treat application as a public client to Yes.
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Note Ensure that the admin consent workflow is not enabled for this
application. For more information, see Configure the admin consent workflow.

4. Go to the API permissions pane and do the following:
a. Select Delegated permissions as permission type.
b. Grant the Power BI application in Microsoft Azure the Microsoft Graph User-

.Read permission.
c. Grant the Power BI application in Microsoft Azure all Power BI Service per-

missions (only for username / password authentication).
d. Set Admin consent required for Tenant.ReadAll permission to Yes (only for

username / password authentication).
» The user now has the following permissions:

o Microsoft Graph
n User.Read

o Power BI Service (only for username / password authentication)
n App.Read.All
n Capacity.Read.All
n Dashboard.Read.All
n Dataflow.Read.All
n Group.Read.All
n Report.Read.All
n Workspace.Read.All
n Tenant.Read.All, with Admin consent required set to Yes.

o Power BI Service (only for username / password authentication)
n Tenant.Read.All or Tenant.ReadWrite.All, with Admin consent
required set to No.

5. In the Power BI Admin portal, do the following (only for service principal authen-
tication):
a. Enable the Allow service principals to use read-only Power BI admin APIs

option.
b. Enable the Allow service principal to use Power BI APIs option in the

Developer settings.
c. Enable the Enhance admin APIs responses with detailed metadata (Pre-

view) option.
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d. Enable the Enhance admin APIs responses with DAX and mashup expres-
sions (Preview) option.

e. Apply the option to specific security groups.
f. Enter the name of the security group to which you want to add the service prin-

cipal.

Note You need Power BI administrator rights to access the Power BI Admin
portal.

6. In the Power BI Admin portal, do the following(Only for username / password authen-
tication):

Note Apply the integration setting to the entire organization (default) or to the
specific security group to which your workspaces belong.

a. Enable the Enhance admin APIs responses with detailed metadata (Pre-
view) option.

b. Enable the Enhance admin APIs responses with DAX and mashup expres-
sions (Preview) option.

Add the Power BI certificate to the Java
TrustStore
Before you integrate Power BI in Data Catalog, ensure that the Power BI certificate exists
in the Java TrustStore and that's it's in the correct directory. If the certificate doesn't exist,
you need to generate one.

Check if the Power BI certificate exists
Run the following command:
keytool.exe -list -keystore %JAVA_HOME%\jre\lib\cacerts

Important Ensure that the certificate is in the correct directory: %JAVA_
HOME\jre\lib\cacerts

If the certificate doesn't exist, you need to generate one.
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Generate a certificate and add it to the Java TrustStore

OnWindows

Note In the following example commands, we refer to the techlin-gcp-us server.
You should refer to the correct CollibraData Lineage server in the geographic
location of your Collibra Data Intelligence Cloud environment.

1. Run the following command to extract the certificate from the Power BI Service:
keytool -printcert -rfc -sslserver techlin-gcp-us.-

collibra.com:443 > powerbi-cert.crt

Tip Replace the URL techlin-gcp-us.collibra.com with the URL for your Power
BI server, which you specify in the lineage harvester configuration file. This
will create a file named powerbi-cert.crt in the folder where you run this
command.

2. Run the following command to find the location of your JAVA_HOME:
echo %JAVA_HOME%

» The location path will be something like the following: C:\Program
Files\Java\jdk-17.0.2

3. Use the location path of your JAVA_HOME in the following command, to import the
powerbi-cert.crt file into the cacerts file found above.
keytool -importcert -file powerbi-cert.crt -alias "Power-

BIProdServerCert" -keystore "C:\Program Files\Java\jdk-

17.0.2\cacerts"

Note You can specify a different alias, if you want.

4. Run the following command:
keytool -list -keystore "C:\Program Files\Java\jdk-17.0.2\lib\se-

curity\cacerts" | findstr "PowerBI"

5. Enter the keystore password.

Tip The password is typically changeit.

» A list of all certificates that match the PowerBI string in the "C:\Program
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Files\Java\jdk-17.0.2\cacerts" file is shown.

Tip In the list of certificates, look for the one that you imported in step 3. If it's
listed, it means the "C:\Program Files\Java\jdk-17.0.2\cacerts" file has the
certificate needed to validate the PowerBI server.

6. Run the following command to have the lineage harvester use the cacerts file that
you just updated.
set JAVA_OPTS=-Djavax.net.ssl.trustStore="C:\Program

Files\Java\jdk-17.0.2\lib\security\cacerts" -

Djavax.net.ssl.trustStorePassword="changeit"

On Linux

Note In the following example commands, we refer to the techlin-gcp-us server.
You should refer to the correct CollibraData Lineage server in the geographic
location of your Collibra Data Intelligence Cloud environment.

1. Run the following command to get a certificate from the corresponding techlin-gcp-
us.com site, which is part of the CollibraData Lineage infrastructure:
openssl x509 -in <(openssl s_client -connect techlin-gcp-

us.collibra.com:443 -prexit 2>/dev/null) -out techlin-gcp-us.crt

Tip If you already have a correctly formatted certificate on the server, you can
skip this step.

2. Add the certificate to the Java TrustStore:
keytool -importcert -file techlin-gcp-us.crt -alias techlin-gcp-

us -keystore %JAVA_HOME%\jre\lib\cacerts -storepass changeit

Power BI workspaces
Power BI workspaces represent the most used metadata in Power BI. It contains for
example reports and data sets. If you want a full ingestion, you have to make sure that the
lineage harvester can access all metadata in your Power BI workspaces. Consider the
following:
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l Depending on the authentication type, you must have specific roles and permissions
to access the metadata in the Power BI workspaces.

l You can only fully ingest new Power BI workspaces. This means that classic work-
spaces and MyWorkspace in Power BI are not supported.

Tip Use the Power BI <source ID>_filter configuration file to filter on Power BI
workspaces.

Note To ingest Power BI dataflows:

l You need access to the Power BI environment in which the data flow is stored.
l The data set in the data flow must exist in a premium workspace.

Filtering Power BI workspaces
Filtering, in this context, means specifying from which Power BI workspaces and/or
capacities you want to ingest metadata. Filtering allows you to ingest only the metadata
that matters most to you.

You use the filters section in the Power BI <source ID> configuration file to configure
workspace filtering. You can filter on workspace names, workspace IDs, capacity names
or capacity IDs.

The lineage harvester accesses the metadata of all Power BI workspaces. Filtering then
determines which metadata is sent from the Collibra Data Lineage server to Data Catalog.
This means that if you don't use filtering, all workspaces are ingested in Collibra.

Tip In the Power BI <source ID> configuration file, you can also specify the domain
(or domains) in which you want to ingest, to help structure your Power BI assets in
Collibra.

Filtering best practice

You can filter on a capacity to ingest the metadata from all workspaces in that capacity.
Let's say, for example, that you have 50,000 workspaces but you only want to ingest
metadata from the workspaces related to a specific department in your organization. You
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could specify each of the relevant workspaces in the configuration file, but that could be
tedious if there are lots of workspaces. Furthermore, if someone in your organization
creates a new workspace, it will have to be added to your configuration file. Instead, you
can filter on a capacity. Then, when a new workspace is created, ensure that it is added to
the department' s capacity and metadata from that workspace will be automatically
ingested, without having to update the configuration file.

Workspace states
On Power BI Workspace asset pages, you can include the attribute type State, to show the
state of ingested Power BI workspaces, for example Active, Orphaned or Deleted. To do
so, you have to edit the global assignment of the Power BI Workspace asset type and
assign the attribute type State.

For complete information on Power BI workspaces and possible states, see the Microsoft
Power BI documentation.

Tip If you only want to see Power BI workspaces that have the state Active:

1. Ensure that the attribute type State is assigned to the Power BI Workspace
asset type via the global assignment.

2. Go to the Global view, and then create an advance filter and filter by the
following clauses:
a. Asset type equals Power BI Workspace
b. Characteristic State equals Active.

Deleted workspaces

If you delete a Power BI workspace, the workspace is maintained for a 90-day grace
period, during which a Power BI administrator can restore the workspace. During the grace
period, the workspace has the state Deleted. When you ingest Power BI metadata in Data
Catalog, this deleted workspace is ingested.

When the grace period elapses, the state of the workspace becomes Removing, for a
short time, while it is being permanently removed. The state then becomes Not found. At
this point, as the workspace no longer exists in Power BI, the Power BI Workspace asset
in Collibra will also be deleted upon the next synchronization.
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Why are deleted workspaces ingested?

Let's image that you ingest a Power BI workspace with the Active state and that over time,
you add comments, tags and characteristics to the asset in Collibra. Now let's imagine that
the workspace is deleted in Power BI and we do not ingest the deleted workspace. In this
case, the Power BI Workspace asset in Collibra is deleted upon the next synchronization.
But what if the Power BI administrator decides, during the 90-day grace period, to restore
the workspace in Power BI? Upon the next synchronization, a new Power BI Workspace
asset is created in Collibra, but all of the comments, tags and characteristics that were part
of the deleted asset are lost.

By ingesting deleted Power BI workspaces, we safeguard against losing any of the
additional information on the Power BI Workspace asset, in case a Power BI administrator
decides to restore a workspace during the grace period.

The metadata harvesting process
Collibra uses Power BI REST APIs to harvest Power BI metadata.

To enable the lineage harvester to access metadata in Power BI workspaces, you must
have the correct configurations in Microsoft Azure.

Note There are some limitations to the metadata harvesting process. Ensure that
you understand these limitations before you start the harvesting process.
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Overview of the metadata harvesting process with
username / password authentication

Step Description

1 The lineage harvester uses the username, password and application ID to
access the Power BI APIs. These APIs retrieve basic Power BI metadata, for
example metadata in the Power BI tenant or server and reports.

2 The lineage harvester uses Power BI API calls to retrieve more specific
metadata, for example Power BI columns and lineage.

Important The Power BI application in Microsoft Azure must be granted
administrator rights, such as Office 365 Global Administrator or Power BI Service
Administrator. Delegated permissions are supported.

Note The lineage harvester accesses the metadata of all Power BI workspaces. If
you don't use filtering, all workspaces are ingested in Collibra. We recommend that
you use filtering and domain mapping to structure your Power BI assets in Collibra.
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Overview of the metadata harvesting process with service
principal authentication

Step Description

1 The lineage harvester uses the application ID and the client secret key of the
Azure Active Directory application to access the Power BI APIs. These APIs
retrieve basic Power BI metadata, for example metadata in the Power BI tenant
or server and reports.

2 The lineage harvester uses Power BI API calls to retrieve more specific
metadata, for example Power BI columns and lineage.

Note The lineage harvester accesses the metadata of all Power BI workspaces. If
you don't use filtering, all workspaces are ingested in Collibra. We recommend that
you use filtering and domain mapping to structure your Power BI assets in Collibra.
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Prepare a domain for Power BI ingestion
Before you ingest Power BI metadata, you have to designate a domain for storing the new
Power BI assets. You can choose an existing domain or create one or more new domains.
You will include the domain reference ID (or IDs) in the lineage harvester configuration file.
Collibra uses the domains to ingest all Power BI assets during the Power BI integration
process.

The following procedure guides you through the creation of one or more domains.

Prerequisites
You have a resource role with the Domain > Add resource permission.

Steps
1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.

4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.
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Field Description

Name The name of the new domain or domains.

Tip
You can create multiple domains in one go.
To do this, press Enter after typing a value and then type
the next. Domain names have to be unique in their parent
community. If you type a name that already exists, it will
appear in strike-through style.

5. Click Create.
6. Open your domain. If you created multiple domains, open each of them in turn.
7. Copy the reference ID of each domain you created.

Tip If you go to your domain, you can find the reference ID in the URL. The
URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-
9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In
this example, the reference ID is in bold.

8. Paste the reference IDs in the lineage harvester configuration file.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
Power BI assets in the Data Catalog BI domain (or domains) you specified in the
Power BI <source ID> configuration file. We highly recommend that you do not
move these assets to other domains. If you move assets to other domains, they will
be deleted and recreated in the initial Data Catalog BI domains when you
synchronize Power BI. As a result, all manually added characteristics of those
assets are lost.

Collibra Data Lineage servers
A Collibra Data Lineage server processes and analyzes the harvested metadata and
uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.

Based on your geographical location and cloud provider, the lineage harvester sends
metadata to one of the following Collibra Data Lineage servers:
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l 15.222.200.199 (techlin-aws-ca)
l 18.198.89.106 (techlin-aws-eu)
l 54.242.194.190 (techlin-aws-us)
l 51.105.241.132 (techlin-azure-eu)
l 20.102.44.39 (techlin-azure-us)
l 35.197.182.41 (techlin-gcp-au)
l 34.152.20.240 (techlin-gcp-ca)
l 35.205.146.124 (techlin-gcp-eu)
l 34.87.122.60 (techlin-gcp-sg)
l 35.234.130.150 (techlin-gcp-uk)
l 34.73.33.120 (techlin-gcp-us)

Important You have to whitelist all Collibra Data Lineage servers in your
geographic location. For example, if your data is located in Europe, you have to
whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-
gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-
us Collibra Data Lineage server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Set up the lineage harvester for Power BI
ingestion
The lineage harvester is a software application that is needed to collect your Power BI
metadata and send it to the Collibra Data Lineage server, where the metadata is
processed and a technical lineage and new Power BI assets and relations are created.
Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.

For more information about the lineage harvester, read the Collibra Data Lineage
documentation.

Note You need the lineage harvester 2022.05 or newer to ingest Power BI
metadata into Data Catalog.
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Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements
You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Hardware requirements
You need to meet the hardware requirements to install and run the lineage harvester.

Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:
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l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Important If you have more than 50,000 actively used workspaces, we recommend
increasing the heap size to at least 6 GB.

Certificate requirements
Ensure that the Power BI certificate exists in the Java TrustStore. For complete
information, see Add the Power BI certificate to the Java TrustStore.

Network requirements
You need the following minimum network requirements:

l Firewall rules so that the lineage harvester can connect to:
o Collibra Data Intelligence Cloud.
o All Collibra Data Lineage servers in your geographic location:

n 15.222.200.199 (techlin-aws-ca)
n 18.198.89.106 (techlin-aws-eu)
n 54.242.194.190 (techlin-aws-us)
n 51.105.241.132 (techlin-azure-eu)
n 20.102.44.39 (techlin-azure-us)
n 35.197.182.41 (techlin-gcp-au)
n 34.152.20.240 (techlin-gcp-ca)
n 35.205.146.124 (techlin-gcp-eu)
n 34.87.122.60 (techlin-gcp-sg)
n 35.234.130.150 (techlin-gcp-uk)
n 34.73.33.120 (techlin-gcp-us)
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Note The Power BI harvester connects to different servers based on
your geographic location and cloud provider. If your location or cloud
provider changes, the Power BI harvester rescans all your Power BI
metadata. You have to whitelist all Collibra Data Lineage servers in your
geographic location. In addition, we highly recommend that you always
whitelist the techlin-aws-us server as a backup, in case the Power BI
harvester cannot connect to other Collibra Data Lineage servers.

Power BI ingestion workflow
You run the lineage harvester to start the Power BI ingestion workflow. When you initiate
Power BI ingestion, each workflow component performs the following actions:

1. The lineage harvester:
o Communicates with Power BI.
o Harvests the Power BI metadata that will be ingested to Data Catalog.
o Sends the Power BI metadata to the Collibra Data Lineage server.

2. The Collibra Data Lineage server:
o Analyzes the Power BI metadata.
o Creates new assets and relations.
o Stitches existing assets in Data Catalog to Power BI assets.
o Imports new Power BI assets and their relations in Data Catalog.

3. Data Catalog:
o Shows the new Power BI assets.
o Shows a Technical lineage tab on Power BI Column pages.
o Shows stitching results between Power BI Column assets and Column assets.
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Install the lineage harvester for Power BI
ingestion
Before you can use the lineage harvester, you need to download it and install it. You can
download the lineage harvester from the Collibra Community downloads page.

Warning If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an
upgrade procedure.
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Prerequisites
l You have purchased the Power BI metadata connector and lineage feature.
l You have Collibra Data Intelligence Cloud 2020.11 or newer.
l You meet the minimum system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o the Collibra Data Lineage server with the following IP addresses:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o Collibra Data Intelligence Cloud 2020.11 or newer.

Steps

1. Download the lineage harvester version 1.2.1 or newer.
2. Unzip the archive.

» You can now access the lineage harvester folder.

3. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat
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o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.

What's next?
You can now prepare the lineage harvester configuration file.

Prepare the lineage harvester configuration file
for Power BI
You have to prepare a technical lineage configuration file and run the lineage harvester to
retrieve metadata from Power BI and send it to the CollibraData Lineage server to be
scanned, processed and analyzed.

Tip For more information, see Collibra Data Lineage.

Prerequisites
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have the Technical lineage global permission.
l You have created a BI Catalog domain (or domains) in which you want to ingest the
Power BI assets.
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l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l You have installed the newest lineage harvester version and you have the necessary
system requirements to run it.

l You have manually refreshed your Power BI datasets.

Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Open the configuration file and enter the values for each property.

Properties Description

general This section describes the connection information
between the lineage harvester and Data Catalog.
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Properties Description

catalog This section contains information that is
necessary to connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of
your Collibra DGC environment. Other
URLs are not accepted.

username The username that you use to sign in to Collibra.
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useCollibraSystemName Indicates whether or not you want to use the
system or server name of a data source to match
to the System asset in Data Catalog during
automatic stitching. This is useful when you have
multiple databases with the same name or if you
want to specify the Power BI workspaces from
which you want to ingest.

By default, the useCollibraSystemName property
is set to False. If you want to use it, set it to
True.

Important
o If you set this property to true:
n You must provide a <source ID>
configuration file that defines the
system name of databases in Power
BI.

n The lineage harvester reads the
<source-ID> configuration file and
takes the value in the
collibraSystemName property into
account.

o If you set the
useCollibraSystemName property to
false, the lineage harvester ignores
the collibraSystemName property in
the <source-ID> configuration file.
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Properties Description

useSharedDbModel Optional property to enable the sharing of
metadata batches from multiple SQL data
sources. Set this property to true, to help avoid
potential analysis errors on the Collibra Data
Lineage server.

To use this property, you need lineage harvester
2022.07 or newer.

If you set this property to true, you have to run
the lineage harvester twice. Read the following
details about the issue and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to
harvest metadata from two or more data sources,
the metadata from each source is processed
independently. This means that the metadata
from one data source cannot access the
metadata of another.

Let’s say, for example, you specify the following
two SQL data sources in your lineage harvester
configuration file:
o A database source that retrieves the database
model.

o An SqlDirectory source with Data Manipulation
Language (DML) statements that reference
data in the database source.

Because these data sources are processed
independently, there is a good chance that the
DML statements will fail during analysis. Any
wildcards in the DML statements, for example,
would fail because the SqlDirectory source can’t
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access the referenced database source.

The solution

The shared database model allows for computed
results from a “main” batch. Although multiple
data sources are still processed independently,
the metadata from each data source is merged
into a main batch. Then, before analyzing the
next batch, a check is done to see if a preceding
main batch exists. If one does, the analyzer
retrieves the database model and the DML
statements successfully pass analysis.

This means, however, that you have to run the
lineage harvester twice. On the first run, the
harvested metadata is merged in a main batch.
Then, when you run the lineage harvester again,
using the full-sync command, the subsequent
batches are able to successfully reference the
metadata in the main batch.

In a future version of Collibra, this property will be
enabled by default and you won't need to run the
lineage harvester twice.

sources This section describes the data sources for which
you want to create the technical lineage. You
have to create a configuration section for each
data source.

Note You can add multiple data sources
to the same configuration file.
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Properties Description

type The kind of data source. In this case, the value
has to be PowerBI.

id The unique ID to identify the Power BI service
metadata that was uploaded to the Collibra Data
Lineage server.

Warning In the sources section of your
lineage harvester configuration file, you
can only specify one id property per
Power BI service. If you have multiple id
properties for a single Power BI service,
ingestion will fail. If you have multiple id
properties in the configuration file, it means
you intend to ingest from multiple unique
Power BI services.

tenantDomain The Power BI tenant domain is the domain
associated with the Microsoft Azure tenant.

This domain is either a default domain or a
custom domain. For example,
collibrapowerbi.onmicrosoft.com.

Note Usually, you can find a list of Power
BI tenant or server domains in your Azure
Active Directory or in the top right menu.
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loginFlow This section describes the authentication
information for accessing your Power BI
metadata.

The lineage harvester supports two
authentication methods: service principal, and
username and password. For complete
information on your authentication options, see
Authentication.

type This depends on the authentication method you
use.

o Service principle: The value should be Ser-
vicePrincipal.

o Username and password: The value should be
ResourceOwnerPasswordCredentials.

applicationId The unique ID of the Microsoft Azure Application
(client) ID.

username The email address of your Azure Active Directory
user.

Tip This property only applies if you are
using the username and password
authentication method.

domainId The reference ID of the domain in Collibra in
which you want to ingest Power BI metadata.

collibraSystemName The system or server name of a database.
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Properties Description

See an example.

{
"general": {
"catalog": {

"url": "https://catalog-instance.collibra.com",
"username": "Admin"
},

"useCollibraSystemName": false,
"useSharedDbModel": true
},
"sources": [ {

"type": "PowerBI",
"id": "power-bi-id",
"tenantDomain": "collibrapowerbi.onmicrosoft.com",
"loginFlow": {

"type": "ServicePrincipal",
"applicationId": "ab123cde-1234-1234-1234-abcd12e34fg5",

},
"domainId": "domain-reference-ID",
"collibraSystemName": "collibra-system-name"

} ]
}

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the passwords to connect to your Collibra Data Intelligence
Cloud environment.
» The password is encrypted and stored in /config/pwd.conf

What's next?
The lineage harvester triggers Collibra to import Power BI assets and their relations and
create a technical lineage for Power BI Column assets. Collibra also stitches the new
Power BI assets to existing assets in Data Catalog.

To refresh the Power BI metadata in Data Catalog, you can run the lineage harvester
again or schedule jobs to run them automatically.
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Tip You can check the progress of the Power BI ingestion and technical lineage
creation in Activities. The Results field indicates how many relations were imported
into Data Catalog.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
Power BI assets in the Data Catalog BI domain (or domains) you specified in the
Power BI <source ID> configuration file. We highly recommend that you do not
move these assets to other domains. If you move assets to other domains, they will
be deleted and recreated in the initial Data Catalog BI domains when you
synchronize Power BI. As a result, all manually added characteristics of those
assets are lost.

Prepare Power BI <source ID> configuration file
The lineage harvester uses a lineage harvester configuration file to collect the Power
BI data objects. It then sends the metadata to the Collibra Data Lineage server. However,
if the useCollibraSystemName property in the lineage harvester configuration file is set
to true, you also have to provide a <source ID> configuration file that defines the system
name of databases in Power BI.

Collibra Data Lineage uses the system names to match the structure of databases in
Power BI to assets in Data Catalog.

Tip
l You can also include a filters section in your <source ID> configuration file, to
specify the Power BI workspaces from which you want to ingest metadata.

l The name "<source ID>" refers to the value of the sourceId property in the
lineage harvester configuration file.

Steps

1. Create a new JSON file in the lineage harvester config folder.
2. Give the JSON file the same name as the value of the sourceId property in the lin-

eage harvester configuration file.
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Example The value of the sourceId property in the lineage harvester
configuration file is power-bi-source-1. Therefore, the name of your JSON
file should be power-bi-source-1.conf.

Important Your JSON file must have the file extension .conf.
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3. For each database in Power BI, add the following content to the JSON file:

Property Description Mandator
y?

found_
dbname=<database
name>;found_
hostname=<server
name>

The database information of supported data
sources in Power BI that is typically collected
by the lineage harvester. It describes on
which server the database is running
(found_hostname) and what the name of
the database is (found_dbname).

Tip
You can use wildcards to capture
multiple connection string
combinations:

Show me the supported wildcards

Pattern Description

* Matches everything.

? Matches any single
character.

[seq] Matches any character
in "seq".

[!seq] Matches any character
not in "seq".

Yes

dbname The name of the database of a supported
data source in Power BI.

No
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Property Description Mandator
y?

schema The name of the default schema of a
supported data source in Power BI.

If the lineage harvester fails to find a specific
schema, it uses the default schema.

No

dialect The dialect of the supported data source in
Power BI.

Tip
You can enter one of the following
values:

o azure, for an Azure SQL Server
data source.

o bigquery, for a Google BigQuery
data source.

o mssql, for a Microsoft SQL Server
data source.

o oracle, for an Oracle data source.
o redshift, for an Amazon Redshift
data source.

o snowflake, for a Snowflake data
source.

o sybase, for a Sybase data source.

No
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Property Description Mandator
y?

collibraSystemNa
me

The system or server name of a database.

If you don't specify a value for this property,
the result will be "DEFAULT".

Warning The value of this property
must exactly match the name of your
System asset in Collibra.

Important If you are using a <source
ID> configuration file for the purpose
of providing the true system name of
an ODBC database in Power BI, you
are not required to:
o Set the useCollibraSystemName
property in the lineage harvester
configuration file to true.

o Specify a Collibra system name in
the <source ID> configuration file.

However, if the
useCollibraSystemName property
is set to true in the lineage harvester
configuration file, then you must
specify a Collibra system name in the
<source ID> configuration file.

Yes

(unless you
are using a
<source
ID> file to
provide the
true
system
names of
ODBC
databases
in Power
BI.)
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Property Description Mandator
y?

filters This section allows you to specify the Power
BI workspaces from which you want to ingest
metadata.

Warning If you don't want to specify
the Power BI workspaces from which
to ingest, you must completely remove
this filters section.

Note The filters work as "workspace
AND workspace AND capacity AND
capacity", meaning that if you specify
a capacity, all of the workspaces in
that capacity are also ingested.

Tip
You can use wildcards to capture
multiple connection string
combinations:

Show me the supported wildcards

Pattern Description

* Matches everything.

? Matches any single
character.

[seq] Matches any character
in "seq".

[!seq] Matches any character
not in "seq".

No
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Property Description Mandator
y?

domainId The unique resource ID of the domain (or
domains), in Collibra Data Intelligence
Cloud, in which you want to ingest the Power
BI assets.

Tip You can find the domain ID by
clicking the domain type. Then look in
the URL of your browser to find the ID.
The URL looks like
https://<yourcollibrainstance>/domain
/<domain ID>?<view>.

Yes

description Any description, as you see fit. Yes

workspaceName
s

The names of Power BI workspaces from
which you want to ingest metadata.

No

workspaceIds The IDs of Power BI workspaces from which
you want to ingest metadata.

No

capacityNames The names of capacities on which you want
to filter.

No

capacityIds The IDs of capacities on which you want to
filter.

Warning Any letters in a capacity ID
must be in upper case.

No

4. Save the <source ID> configuration file.
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Example of the <source ID>.conf file
{

"found_dbname=databasename1;found_hostname=*": {
"dbname": "mssql-database-name",
"schema": "mssql-schema-name",
"dialect": "mssql",
"collibraSystemName": "mssql-system-name"

},
"found_dbname=databasename2;found_hostname=server-name.on-

microsoft.com": {
"dbname": "oracle-database-name",
"schema": "oracle-schema-name",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

},
"filters":[ 

{
"domainId": "<domain-ref-id>",
"description": "FirstFilter",
"workspaceNames": ["workspace1", "workspace2"],
"workspaceIds": ["id3","id4"],
"capacityNames": ["capacity1","capacity2"]
},
{
"domainId": "<domain-ref-id>",
"description": "SecondFilter",
"workspaceNames": ["workspace3", "workspace4"],
"capacityIds": ["id1","id2"]
}

]
}

Lineage harvesting app command options and
arguments
After creating a configuration file, you can use the lineage harvester to perform specific
actions with the data sources that are defined in your configuration file.

Tip If you run the lineage harvester in command line, you will see an overview of
possible command options and arguments that you can use. If there lineage
harvester process fails, you can use the technical lineage troubleshooting guide to
fix your issue.

400



Typical command options and arguments
The following table shows the most commonly used command options and arguments.

Note You can use more than one lineage harvester connected to a single Collibra
Data Intelligence Cloud instance, if you want to separately process data sources on
different servers. In this case, all lineage harvesters must share the same
configuration file, but you can determine which data sources are relevant when you
run the full-sync command.

Command Description

full-sync Uploads all your data sources to the Collibra Data Lineage server
where the data source metadata is processed and uploaded to
Data Catalog.

-s "<ID of

data

source>"

Uploads only the data source with the specified ID. For example,
full-sync -s "myOracleDataSource".

This command allows you to process data from a newly added
data source or to refresh a data source in the configuration file,
without refreshing the other data sources. This reduces the time
you need to upload your data sources, since you only upload
specific ones without affecting the others. If you want to process
multiple data sources, add -s "ID of another data

source" per data source to the command.

Note You can use this argument multiple times to include
multiple data sources.
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Command Description

--no-

matching

Uploads a technical lineage without stitching the data objects in
your technical lineage to the corresponding Column and Table
assets in Data Catalog.

Note As a result, you won't see the technical lineage of a
specific Table or Column asset, but you can still see and
browse the full technical lineage.

load-sources Downloads all your data sources in a separate ZIP file, per data
source, to the lineage harvester output folder.

-s <ID of

data

source>

Downloads only the data source with a specific ID. For example,
load-sources -s "myOracleDataSource".

Note You can use this argument multiple times to include
multiple data sources.

cat

passwords.json

|

./bin/lineage-

harvester

<command-like-

full-sync> --

passwords-stdin

Provides passwords of your Collibra Data Intelligence Cloud
instance and the data sources in your configuration file to the
lineage harvester without storing the passwords in the lineage
harvester folder.

You can replace cat passwords.json by a string generated by
your password manager.

test-connection Checks the connectivity to the Collibra Data Lineage server and
to Data Catalog. The logs will also show the IP addresses of the
Collibra Data Lineage servers that you have to whitelist.

This command is mostly used for troubleshooting purposes.
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--timeout
<seconds>

Determines the network timeout.

--help Shows an overview of all supported command options and
arguments that you can use in the lineage harvester.

--version Shows the version of the lineage harvester that you are using.

Automatic stitching
Stitching is a process that creates relations between database columns that are Column
assets in Collibra Data Intelligence Cloud and BI assets representing the same database,
specifically between:

l The assets that are created when you ingest Power BI.
l The assets that are created when you register a data source.

The lineage harvester collects the Power BI source code and sends it to the Collibra Data
Lineage server for analysis. The source code is then pushed to Data Catalog where
relations are created between Power BI assets in Data Catalog.

At the same time, Collibra analyzes other metadata of data sources that you registered in
Data Catalog and creates new relations of the type "Data Element targets / sources Data
Element" between Power BI Column assets and Column assets in Data Catalog. It also
creates a data flow between data objects, which is visualized in a technical lineage.

Note To clarify, the Power BI Column is the target of the Column, and the Column
is the source of the Power BI Column.

Note When you ingest Power BI, a technical lineage for Power BI Column assets is
automatically created.
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Stitching issues
To stitch assets in Data Catalog to data object collected by the lineage harvester, the
Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full
path of Power BI assets. If the full paths match, the Collibra Data Lineage automatically
stitches them.

Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a
yellow background in the technical lineage graph. However, the stitching results of BI
sources, for example Power BI, currently have a gray background. This does not indicate
that stitching failed. You can see which assets are stitched in the Stitching tab page.

Tip You can use the Stitching tab page to easily find the full path of assets in Data
Catalog and data objects that were collected by the lineage harvester.

Migrating your existing Power BI assets to
the new integration method
A key feature of the Collibra Data Intelligence Cloud 2022.05 release was the ability to
ingest Power BI metadata in Data Catalog via the lineage harvester. However, the new
integration method was only available to customers who did not need to migrate existing
Power BI assets. The following process now allows you to migrate your existing Power BI
assets, making integration via the lineage harvester available to all Power BI customers.

Steps
The table below shows the steps and prerequisites required to integrate Power BI in Data
Catalog. These steps are best practices, which means that some of them might be
optional, but highly recommended.
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Ste
p

What? Description Prerequisit
es

1 Downloa
d and
install the
newest
versions
of:

l The
Power
BI har-
vester.

l The lin-
eage
har-
vester.

You need to run both harvesters, to synchronize the
Power BI metadata via the original ingestion method, as
described in Working with Power BI service.

You can download both harvesters from the Collibra
Product Resource Downloads page.

See:

l Install
the
Power
BI har-
vester.

l Install
the lin-
eage har-
vester.

2 Prepare
both con-
figuration
files.

Prepare the Power BI configuration file and the lineage
harvester configuration file, for ingestion via the original
method, and then run the harvesters.

Empty configuration files are included in the respective
folders, after installing each harvester.

See:

l Prepare
the
Power
BI con-
fig-
uration
file.

l Prepare
the lin-
eage har-
vester
con-
fig-
uration
file.
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Ste
p

What? Description Prerequisit
es

3 Update
per-
missions.

Ensure that you have completed all of the prerequisite
tasks for the Power BI (NEW) ingestion method.

4 Make ran-
dom call
to the
Metadata
API.

Make a call to the Metadata API, to ensure that you can
communicate with the Power BI server. For example:

GET

https://api.powerbi.com/v1.0/myorg/admin/w

orkspaces/modified

5 Manually
refresh
your
Power BI
datasets.

Manually refresh your Power BI datasets to ensure that
the data in your Power BI datasets is up-to-date. This is
necessary because the Power BI APIs use cached
results.

For complete information, see:

l The Microsoft documentation.
l The Microsoft Power BI Blog.

See Power
BI pre-
requisites.

6 Edit the
lineage
harvester
configura
tion file.

Edit the lineage harvester configuration file so that it
includes the required properties for ingestion via the
Power BI (NEW) ingestion method. See Prepare the
lineage harvester configuration file for Power BI.

Warning The value of the id property in your
lineage harvester configuration file must be the
same as the value of the sourceId property in
your Power BI configuration file.

See
Prepare the
lineage
harvester
configuratio
n file for
Power BI.
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Ste
p

What? Description Prerequisit
es

7 Run the
lineage
harvester
with the
full-

sync

comman
d

Start the lineage harvester again in the console and run
the following command:

l for Windows: .\bin\lineage-harvester.bat
full-sync

l for other operating systems: ./bin/lineage-har-
vester full-sync

This triggers the creation of Power BI assets, their
relations and a technical lineage in Data Catalog.

We highly recommend that you always install and use
the newest lineage harvester.

See
Prepare the
lineage
harvester
configuratio
n file for
Power BI.

Migrate your existing Power BI assets to the new
integration method
The following process allows you to migrate Power BI assets that you integrated via the
Power BI harvester, to the new integration method.

Prerequisites
l You have Collibra Data Intelligence Cloud 2020.11 or newer.
l You have downloaded the newest Power BI harvester and lineage harvester from
the Downloads page, and have the system requirements to install and use them.

l You have purchased the Power BI metadata connector and lineage feature.
l You meet the minimum system requirements.
l You have completed all of the prerequisite tasks.

o You have registered Power BI in Microsoft Azure.
o You have enabled the service principal option in the Power BI Admin portal.

l You have added Firewall rules so that the Power BI harvester and lineage harvester
can connect to the Collibra Data Lineage server with one of the following IP
addresses:
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l 15.222.200.199 (techlin-aws-ca)
l 18.198.89.106 (techlin-aws-eu)
l 54.242.194.190 (techlin-aws-us)
l 51.105.241.132 (techlin-azure-eu)
l 20.102.44.39 (techlin-azure-us)
l 35.197.182.41 (techlin-gcp-au)
l 34.152.20.240 (techlin-gcp-ca)
l 35.205.146.124 (techlin-gcp-eu)
l 34.87.122.60 (techlin-gcp-sg)
l 35.234.130.150 (techlin-gcp-uk)
l 34.73.33.120 (techlin-gcp-us)

l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have a global role that has the Manage all resources global permission.
l You have created a BI Catalog domain (or domains) in which you want to ingest the
Power BI assets.

l For a full ingestion, we highly recommend to have a Power BI Premium subscription.

Steps

1. Download and install:
o The Power BI harvester.
o The lineage harvester.

2. Prepare the Power BI configuration file and the lineage harvester configuration file,
and then run the harvesters.

3. Ensure that you have completed all of the prerequisite tasks for the Power BI (NEW)
ingestion method.
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4. Make a random call to the Metadata API, to ensure that you can communicate with
the Power BI server. For example:
GET https://api.powerbi.com/v1.0/myorg/admin/workspaces/modified

5. Manually refresh your Power BI datasets, to ensure that the data is up-to-date. For
complete information, see:

o The Microsoft documentation.
o The Microsoft Power BI Blog.

6. Edit the lineage harvester configuration file so that it includes the required properties
for ingestion via the Power BI (NEW) ingestion method.

Warning The value of the id property in your lineage harvester configuration
file must be the same as the value of the sourceId property in your Power BI
configuration file.

7. Start the lineage harvester again in the console and run the following command:
o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync
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Working with Power BI service
Power BI service is a cloud business intelligence software that helps you see and
understand your data. You can ingest Power BI metadata in Data Catalog and create a
technical lineage.

The Power BI service integration in Collibra Data Intelligence Cloud is not the same as the
Power BI Report Server integration. If you want to ingest Power BI Report Server
metadata in Collibra Data Intelligence Cloud, please read the Power BI Report Server
section of the user guide.

Note If you want to ingest Power BI metadata in Data Catalog, you have to
purchase the Power BI connector and lineage feature.

Features
Collibra Data Lineage currently supports two means by which to integrate Power BI in
Data Catalog. The following table shows the features specific to the two integration
methods.

Feature Power BI via the Power
BI harvester

Power BI (NEW), via the lin-
eage harvester

Catalog ingestion

Technical lineage

Automatic stitching

Uses only one harvester
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Feature Power BI via the Power
BI harvester

Power BI (NEW), via the lin-
eage harvester

No Windows dependency

Uses new Power BI APIs

Workspace filtering for
high-volume data

Mapping to target domains

Data flow support

Power BI terminology
Before you ingest Power BI, read more about the Power BI terminology and how it maps
with the Collibra Data Intelligence Cloud asset types.

Note For more information, see the Power BI documentation.

Power BI
term

Description Asset type in Collibra

Capacity A resource that hosts Power BI Work-
spaces.

Power BI Capacity

Dashboard A collection of Power BI tiles with metrics
from one or more Reports and Data
Models.

Power BI Dashboard

Data Set A collection of data that is used to create
a Power BI report.

Power BI Data Model
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Power BI
term

Description Asset type in Collibra

Data Set
Column

A column in a Power BI Data Model. Power BI Column

Data Set
Table

A table in a Power BI Data Model. Power BI Table

Report A detailed view of a Power BI Data
Model, with visualizations of findings and
insights.

Power BI Report

Server or
Tenant

A visual analytics platform for creating
and storing Power BI Reports and Data
Models.

Power BI Server

Tile An element representing data on the
Power BI Dashboard.

Power BI Tile

Workspace A collection of Power BI Dashboards,
Reports and Data Models.

Power BI Workspace

Power BI operating model
The Power BI harvester collects Power BI metadata and sends it to the Collibra Data
Lineage server. Collibra processes the metadata and creates new Power BI assets and
relations in Data Catalog. You can see them on the asset page overview or visualize them
in a diagram or in a technical lineage.
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Note
l The assets have the same names as their counterparts in Power BI. Full
names and Display names cannot be changed in Data Catalog.

l Depending on your Power BI subscription, it could be that not all asset types
are created.

l Asset types are only created if you have all specific Power BI and Data
Catalog permissions.

l All Power BI asset types are created in the same domain.
l Relations that were manually created between Power BI assets and other
assets in accordance with the relation types in the Power BI operating model,
are deleted after a refresh of the Power BI metadata.

Power BI metadata overview
The following image shows the relations between Power BI asset types.

Harvested metadata per asset type
This table shows the harvested Power BI metadata for each Power BI asset type,
assuming you have the necessary subscriptions and configurations for a full ingestion.
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Asset type Harvested Power BI metadata in Data Catalog

Power BI Capacity l Full name
l Display name
l Server hosts / is hosted in Business Dimension
l BI Folder assembles / is assembled in BI Folder

Power BI Column l Full name
l Display name
l Description
l Technical Data Type
l Data Element targets / sources Data Element
l BI Data Model contains / is part of BI Data Attribute
l Data Entity contains / is part of Data Attribute

Power BI Dashboard l Full name
l Display name
l Business Dimension groups / is grouped into Report
l Report uses / is used in Report
l Report related to / impacted by Business Asset

Power BI Data Model l Full name
l Display name
l Data Asset is source for / source BI report
l Data Entity is part of / contains Data Model
l Data Model contains / is part of BI Data Attribute
l BI Folder contains / contained in Data Asset

Power BI Report l Full name
l Display name
l Business Dimension groups / is grouped into Report
l Report related to / impacted by Business Asset
l Report uses / is used in Report
l BI Data Set is source for / source BI Report
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Asset type Harvested Power BI metadata in Data Catalog

Power BI Server l Full name
l Display name
l Server hosts / is hosted in Business Dimension

Power BI Table l Full name
l Display name
l Description
l Data Entity contains / is part of Data Attribute
l Data Entity is part of / contains Data Model

Power BI Tile l Full name
l Display name
l Business Dimension groups / is grouped into Report
l Report related to / impacted by Business Asset
l Report uses / is used in Report
l BI Data Set is source for / source BI Report

Power BI Workspace l Full name
l Display name
l Description
l BI Folder contains / contained in BI Data Model
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report

Note The metadata that is shown on the assets' pages depends on the asset type's
assignment. As a result, you might not see all harvested metadata on the asset's
page by default.

Recommended hierarchy within a domain
You can enable hierarchies for the domain (or domains) in which your Power BI assets
were ingested. Doing so makes it easier to understand the relation between your Power BI
assets, when viewing the assets on the domain page.
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Follow these steps to enable and configure the recommended hierarchy.

Steps

1. Open the domain page of the relevant BI Catalog domain.
2. In the content toolbar, click .

» The Configure Hierarchy dialog box appears.
3. Select Enable Hierarchy.
4. Select Single path.
5. Start typing and select each of the following relation types:

o Server hosts Business Dimension
o BI Folder assembles BI Folder
o Business Dimension groups Report
o BI Report source Data Asset
o Data Model contains Data Entity
o Data Entity contains Data Attribute

6. Click Apply.

The following image shows an example of a BI Catalog domain with hierarchies enabled.
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Note In an asset view, like the one shown in the previous image, if any asset is
deleted, for example via synchronization or manual deletion, the view is recreated
and the hierarchy is lost. In this case, you can again enable and configure the
recommended hierarchy.

Power BI asset and domain types
The Power BI integration in Collibra Data Intelligence Cloud uses a specific subset of
packaged asset types and domain types.

The following table contains the asset and domain types that are used for the Power BI
integration. You can see the parent asset types in the breadcrumbs above each asset
type.
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Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
Power BI Capacity

A resource that hosts Power BI Workspaces. BI Catalog

Business Asset 
Business
Dimension 
BI Folder
Power BI Workspace

A collection of Power BI Dashboards, Reports
and Data Models.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Dashboard

A collection of Power BI tiles with metrics from
one or more Reports and Data Models.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Report

A detailed view of a Power BI Data Model, with
visualizations of findings and insights.

BI Catalog

Business Asset 
Report  BI
Report 
Power BI Tile

An element representing data on the Power BI
Dashboard.

BI Catalog
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Asset type Description Domain
type

Data Asset  Data
Element  Data
Attribute  BI
Data Attribute 
Power BI Column

A column in a Power BI Data Model. BI Catalog

Data Asset  Data
Structure  Data
Entity  BI Data
Entity 
Power BI Table

A table in a Power BI Data Model. BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
Power BI Data Flow

A collection of tables that are created and
managed in workspaces in the Power BI service.

BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
Power BI Data Model

A collection of data that is used to create a Power
BI report.

BI Catalog

Technology Asset 
Server  BI

Server 
Power BI Server

A visual analytics platform for creating and
storing Power BI Reports and Data Models.

BI Catalog
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Overview Power BI integration steps
The Power BI integration enables you to harvest Power BI metadata and create new
Power BI assets in Data Catalog. Collibra analyzes and processes the BI metadata and
presents it as specific asset types, retaining their original names.

Tip To ingest Power BI metadata in Data Catalog, you need to run two different
harvesters: the Power BI harvester and the lineage harvester. The order in which
you run the harvesters is important. You first have to run the Power BI harvester to
collect the metadata from your Power BI application and then run the lineage
harvester to import new Power BI assets and their relations in Data Catalog. The
Power BI ingestion workflow explains which roles the harvesters play in the Power
BI ingestion process.

Steps
The table below shows the steps and prerequisites required to integrate Power BI in Data
Catalog. These steps are best practices, which means that some of them might be
optional, but highly recommended.
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Step What? Description Prerequisites

1 Set up a
Power BI
application.

Before you start the Power BI
integration in Data Catalog, make
sure that the Power BI harvester
can reach the Power BI metadata.
Perform these tasks before you
start the actual Power BI ingestion
process:

l The authentication process.
l The registration of your Power
BI application in Microsoft
Azure.

l The Power BI roles and ded-
icated capacities for Power BI
workspaces.

l The required Power BI sub-
scription.

Warning Because these
tasks are performed outside
of Collibra, it is possible that
the content changes without
us knowing. We strongly
recommend that you
carefully read the source
documentation.

You have a Power BI
subscription.

2 Create a new
domain.

Before you can ingest Power
BI metadata, you have to create a
new domain or choose an existing
domain to store the new Power BI
assets.

You have a resource
role with the following
resource permissions:

l Domain: Add
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Step What? Description Prerequisites

3 Optionally,
assign the
attribute type
State to the
global
assignment of
the Power BI
Workspace
asset type

On Power BI Workspace asset
pages, you can include the
attribute type State, to show the
state of ingested Power BI
workspaces. To do so, you have to
edit the global assignment of the
Power BI Workspace asset type
and assign the attribute type State.

If you delete a Power
BI workspace, the workspace is
maintained for a 90-day grace
period. During the grace period,
the workspace has the state
Deleted. When you ingest Power
BI metadata in Data Catalog, this
deleted workspace is ingested.

For complete information on
Power BI workspaces and
possible states, see the Microsoft
Power BI documentation.

You have a global role
that has the System
administration global per-
mission.
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Step What? Description Prerequisites

4 Ingest or
import assets
from
supported
JDBC data
sources.

The Collibra Data Lineage server
connects to Data Catalog and
reads the full paths of existing
assets. When the full path
matches the full path of assets in
Power BI, the Collibra Data
Lineage server automatically
stitches them.

Note Usually, data objects
that Collibra Data Lineage
stitches to assets in Data
Catalog have a yellow
background in the technical
lineage graph. However, the
stitching results of BI
sources, for example Power
BI, currently have a gray
background. This does not
indicate that stitching failed.
You can see which assets
are stitched in the Stitching
tab page.

Permissions depend on
how you ingest or import
the assets.
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Step What? Description Prerequisites

5 Download and
install the
Power BI har-
vester.

You use the Power BI harvester to
collect metadata from Power BI
and upload it to Collibra where the
metadata is scanned, processed
and analyzed.

You can download the Power BI
harvester from the Collibra
Product Resource Downloads
page. The installer file contains the
following:

l a config folder with an empty
configuration file.

l a bin folder.
l a TXT file with more information
about the configuration file.

l a BAT file that you use to run
the harvester.

l You have Collibra
Data Intelligence
Cloud 2020.11 or
newer.

l You have access to
the Power BI har-
vester on the Down-
loads page.

l Your environment
meets the system
requirements to
install and use the
Power BI harvester.

l You have added Fire-
wall rules so that the
Power BI harvester
can connect to the
Collibra Data Lineage
server with one of the
following IP
addresses:
l 15.222.200.199
(techlin-aws-ca)

l 18.198.89.106
(techlin-aws-eu)

l 54.242.194.190
(techlin-aws-us)

l 51.105.241.132
(techlin-azure-eu)

l 20.102.44.39 (tech-
lin-azure-us)

l 35.197.182.41
(techlin-gcp-au)

l 34.152.20.240
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Step What? Description Prerequisites

(techlin-gcp-ca)
l 35.205.146.124
(techlin-gcp-eu)

l 34.87.122.60 (tech-
lin-gcp-sg)

l 35.234.130.150
(techlin-gcp-uk)

l 34.73.33.120 (tech-
lin-gcp-us)

Important
Ingestion results
vary according to
your Power BI
subscription.
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Step What? Description Prerequisites

6 Prepare the
Power BI con-
figuration file
and run the
Power BI har-
vester.

You create a configuration file to
provide the connection information
that you need to connect your
Power BI application to Collibra
and to the domain in which you
want to ingest the Power BI
assets.

You can access an empty
configuration file in the Power BI
harvester installation folder. When
you have created and saved the
configuration file, you can run the
Power BI harvester which uploads
the Power BI metadata to Collibra.

l You have access to
the Power BI har-
vester on the Down-
loads page.

l You have completed
all prerequisite tasks.

l You have a dedicated
domain to ingest the
Power BI assets.

l You have a global
role with the Catalog
global permission, for
example Catalog
Author.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a global
role with the Data Ste-
wardship Manager
global permission.

l You have a resource
role with the following
resource permission
on the community
level in which you
created the BI Data
Catalog domain:
o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l Your environment
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Step What? Description Prerequisites

meets the system
requirements to run
the Power BI har-
vester and the lin-
eage harvester.

Tip For a full
ingestion, we
highly
recommend to
have a Power
BI Premium
subscription.

7 Download and
install the
lineage
harvester.

You use the lineage harvester to
trigger the creation of Power BI
assets, their relations and a
technical lineage in Data Catalog.

You can download the lineage
harvester from the Collibra
Product Resource Downloads
page.

Your environment meets
the system requirements
to install and use the
lineage harvester.
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Step What? Description Prerequisites

8 Prepare the
lineage
harvester
configuration
file and run the
lineage
harvester.

You create a lineage harvester
configuration file with Power BI
connection information and run the
lineage harvester to import the
results of the Power BI integration
and the technical lineage for
Power BI into Data Catalog.

As a result, Collibra creates new
Power BI assets in Data Catalog
and imports relations between
these assets. It also creates a
technical lineage for Power
BI assets and other data sources
in the lineage harvester
configuration file.

Tip For more information
about the lineage harvester,
see the Collibra Data
Lineage documentation.

l You have down-
loaded the lineage
harvester version
1.2.1 or newer.

l Your environment
meets the system
requirements to
install and run the lin-
eage harvester.

l You have prepared a
Power BI harvester
configuration file.

l You have a global
role with the Catalog
global permission, for
example Catalog
Author.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a resource
role with the following
resource permission
on the community
level in which you
created the BI Data
Catalog domain:
o Asset: add
o Attribute: add
o Domain: add
o Attachment: add
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Step What? Description Prerequisites

9 View the
Power BI
assets and
technical lin-
eage

After the Power BI metadata is
ingested in Data Catalog, you can
go to the domain where you
ingested Power BI and see the list
of ingested Power BI assets.
These assets are automatically
stitched to existing assets in Data
Catalog.

You can go to a Power BI Column
asset page and click the Technical
lineage lineage tab to view the
technical lineage.

Note If you ingest Power BI
for the first time or if you
change your geolocation or
cloud provider, you have to
restart the DGC service
before you can see your
technical lineage.

Warning When you run the
harvesters, Collibra Data
Lineage creates all Power
BI assets in the same Data
Catalog BI domain. We
highly recommend that you
do not move these assets to
another domain. If you
move assets to another
domain, they will be deleted
and recreated in the initial
Data Catalog BI domain
when you synchronize

You have a Data
Catalog global role with
the Technical lineage
global permissions.
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Step What? Description Prerequisites

Power BI. As a
consequence, all manually
added data of those assets
is lost.

Note The order in which you run the harvesters is important. You first have to run
the Power BI harvester to collect the metadata from your Power BI application and
then run the lineage harvester to import new Power BI assets and their relations in
Data Catalog.

Ingestion results based on Power BI
subscriptions
You can only ingest Power BI metadata to which the Power BI user has access to. Your
level of access is determined by your Power BI subscriptions.

The following table gives an overview of the minimum required subscriptions and the
results in Data Catalog.

Note
l The assets have the same names as their counterparts in Power BI. Full
names and Display names cannot be changed in Data Catalog.

l Depending on your Power BI subscription, it could be that not all asset types
are created.

l Asset types are only created if you have all specific Power BI and Data
Catalog permissions.

l All Power BI asset types are created in the same domain.
l Relations that were manually created between Power BI assets and other
assets in accordance with the relation types in the Power BI operating model,
are deleted after a refresh of the Power BI metadata.
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Minimum required
subscription

Result in Data Catalog

Power BI Pro Power BI Workspaces are not assigned to a dedicated capacity in
Power BI.

The following asset types are created in Data Catalog:

l Power BI Server
l Power BI Workspace
l Power BI Dashboard
l Power BI Tile
l Power BI Report
l Power BI Data Model

Technical lineage is unavailable.

Power BI Pro with
Power BI
Embedded Capacity
subscription in
Microsoft Azure

Power BI Workspaces are assigned to a embedded capacity in
Azure.

The following asset types are created in Data Catalog:

l Power BI Server
l Power BI Capacity
l Power BI Workspace
l Power BI Dashboard
l Power BI Tile
l Power BI Report
l Power BI Data Model
l Power BI Table
l Power BI Column

A technical lineage is created for all Power BI Column assets.
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Minimum required
subscription

Result in Data Catalog

Premium Power BI Workspaces are assigned to a dedicated capacity in
Power BI.

The following asset types are created in Data Catalog:

l Power BI Server
l Power BI Capacity
l Power BI Workspace
l Power BI Dashboard
l Power BI Tile
l Power BI Report
l Power BI Data Model
l Power BI Table
l Power BI Column

A technical lineage is created for all Power BI Column assets.
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Minimum required
subscription

Result in Data Catalog

Premium Per User Power BI Workspaces are assigned to a dedicated capacity in
Power BI.

The following asset types are created in Data Catalog:

l Power BI Server
l Power BI Capacity
l Power BI Workspace
l Power BI Dashboard
l Power BI Tile
l Power BI Report
l Power BI Data Model
l Power BI Table
l Power BI Column

A technical lineage is created for all Power BI Column assets.

Note The Power BI Premium Per User license is a new
license type that is released for general availability, but is
still in its preview period. For more information, see the
Microsoft documentation.

Note We highly recommend you to have a Power BI Premium subscription. Power
BI Premium also provides additional features and a better speed and performance.

Warning When you run the harvesters, Collibra Data Lineage creates all Power
BI assets in the same Data Catalog BI domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Power BI. As a consequence, all manually added data of those assets
is lost.
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Power BI ingestion limitations
There are a few considerations and limitations that you must take into account when you
use the Power BI metadata connector and lineage feature.

Supported subscriptions

Important Your subscription determines which Power BI metadata the Power BI
harvester can collect.

You need one of the following subscriptions to ingest Power BI metadata in Data Catalog:

l Power BI Pro. To ensure a full ingestion, you also need a Power BI Embedded Capa-
city subscription in Microsoft Azure.

l Power BI Premium.
l Power BI Premium Per User.

Note The Power BI Premium Per User license is a new license type that is
released for general availability, but is still in its preview period. For more
information, see the Microsoft documentation.

Other Power BI subscriptions are currently not supported.

Power BI metadata
The Power BI harvester can only partially access metadata of the following Power BI
elements:

l Classic Power BI workspaces, which include MyWorkspace. Only a full ingestion of
new Power BI workspaces is supported.

l Power BI workspaces that are not part of a dedicated capacity.
l Descriptions of most Power BI elements.
l Power BI apps.They can be ingested as Power BI Reports, but there is no easy way
to distinguish them from real Power BI reports.

The Power BI harvester cannot access metadata of the following Power BI elements:
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l Dataflows.
l Tile subtitles.
l Data from external sources supplying the input for the Power Query expressions in
Power BI.

Important The Collibra Data Lineage server can process most, but not all, complex
Power BI metadata. This means that the success rate of a Power BI ingestion can
be very high, but almost never 100%.

Known issues
The following table presents the known issues of the Power BI integration in Collibra Data
Intelligence Cloud.

Known issue Description

The Power BI har-
vester shows an
Internal

Server Error

because of the
Power BI work-
space filter.

If you want to ingest a lot of Power BI data and you use the
WorkspaceFilter in the Power BI configuration file, the Power BI
API can go in timeout and, as a result, you get an Internal
Server Error.

If you get this error, we highly advise to not use the workspace filter.

Note If the error message indicates that the issue is an
internal server error, the problem is caused by the Power BI
REST API, not the Power BI harvester itself.

The data set
Report Usage Met-
rics Model cannot
be ingested.

The Report Usage Metrics Model is a data set that is automatically
created by Power BI. This data set does not contain actual data,
which means that they contain nothing to ingest into Data Catalog.

However, the Power BI harvester still tries to access the metadata
and, since there is nothing to access, shows an error message. All
error messages about the Report Usage Metrics can be ignored.
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Known issue Description

The IN operator is
not supported.

Currently, the IN operator is not supported. As a result, you cannot
use IN to filter the workspaceFilter property on specific Power
BI workspace names in the Power BI harvester configuration file.

For example, you want to filter on two Power BI workspace names.
In the configuration file, you can enter the following value of the
workspaceFilter property to ingest only workspaces with the
name "workspace1" or "workspace2

"workspaceFilter": "name eq 'workspace1' or
name eq 'workspace2'"

However, you cannot ingest Power BI workspaces that have
"workspace1" or "workspace2" in their name, because the IN
operator is currently not supported:

"name in ('workspace1', 'workspace2')"

Tip For more syntax examples that you can use in the
workspaceFilter property, see the README file attached
to the Power BI harvester or see the Microsoft
documentation.

Stitching results
are gray.

Usually, data objects that Collibra Data Lineage stitches to assets
in Data Catalog have a yellow background in the technical lineage
graph. However, assets of BI sources, for example Power BI, that
are stitched to other assets in Data Catalog currently have a gray
background. This does not indicate that stitching failed. You can
see which assets are stitched on the Stitching tab page.
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Known issue Description

Power BI assets
that are moved to
a different domain
are deleted after
synchronization.

When you run the harvesters, Collibra Data Lineage creates all
Power BI assets in the same Data Catalog BI domain. We highly
recommend that you do not move these assets to another domain.
If you move assets to another domain, they will be deleted and
recreated in the initial Data Catalog BI domain when you
synchronize Power BI. As a consequence, all manually added data
of those assets is lost.

You have
successfully
ingested Power BI
metadata, but
calculated tables
and columns are
not shown in the
Technical lineage
or in the browse
tab pane.

Calculated columns are virtually the same as a non-calculated
columns, with one exception: their values are calculated using DAX
formulas and values from other columns. Collibra Data Lineage
currently does not support internal transformations via DAX
language, and any data objects derived via DAX are not shown in
the technical lineage or in the browse tab pane. Currently, only M
Query/Power Query expressions are supported.

You are exper-
iencing Power
Query parsing
errors when
ingesting Power
BI metadata.

The Power Query parser does not currently support parsing for:

l The following functions:
o MicrosoftAzureConsumptionInsights.Tables
o Table.ExpandRecordColumn
o Dates Query

l Transact-SQL statements

Supported data sources in Power BI
Power BI is business intelligence software that can integrate with various data sources.
When you ingest Power BI metadata, Collibra Data Lineage tries to automatically stitch
this metadata to data sources registered in Data Catalog. It also creates a technical
lineage that shows where metadata is used and how it transforms.
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The following table shows the supported data source types in Power BI that have been
tested.

Warning Although the following data sources have been tested extensively, there
still may be some issues caused by unsupported elements within the data source or
limitations in the Power BI integration process.

Power BI data
source

Connection
type

Technical lineage Stitching to registered
data sources in Data
Catalog

Amazon
Redshift

Import Yes Yes

Azure
Databricks

Import Yes Yes

Google
BigQuery

Import Yes Yes

ODBC Import Yes Yes

Important You
need to use a Power
BI <source ID>
configuration file to
provide the true
system names of the
ODBC databases in
Power BI. For more
information, see
Providing ODBC
database names in
Power BI.

Oracle Import Yes Yes
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Power BI data
source

Connection
type

Technical lineage Stitching to registered
data sources in Data
Catalog

Snowflake Import Yes Yes

SQL Server Import Yes Yes

Sybase Import Yes Yes

Note We cannot guarantee that other data sources in Power BI can be stitched
successfully.

Providing ODBC database names in Power BI
You can create a technical lineage for ODBC data sources in Power BI. However, ODBC
database names often can't be determined. When a database name can't be determined,
it's given a substitute name, which is the ODBC connection string.

This substitute name can be seen in the technical lineage, but it is merely a placeholder
that doesn't carry any meaning if you're trying to identify the database it represents in the
technical lineage. A bigger problem is that if you want to stitch the ODBC database to
assets in Data Catalog, the substitute name won't match with any ingested databases, so
stitching won't work.

To ensure that the true database names appear in the technical lineage, and to ensure
successful stitching, you can use a Power BI <source ID> configuration file to provide the
true system names of the ODBC databases in Power BI.

Tip The name "<source ID>" refers to the value of the sourceId property in the
Power BI configuration file. If, for example, the value of the sourceId property in
the Power BI configuration file is power-bi-source-1, then the name of your
<source ID> configuration file should be power-bi-source-1.conf.
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Example of the <source ID> configuration file
For each ODBC database in Power BI, add the following content to the JSON file:

{
"found_dbname=DSN_MYDATABASE;found_hostname=ODBC": {

"dbname": "DB001",
"schema": "MYSCHEMA",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

}
}

Property Description

found_
dbname=<substitute
database name>;found_
hostname=<server
name>

found_dbname is the substitute database name. You need
to convert it to uppercase and replace every non-
alphanumeric character by an underscore (_). In this
example, the substitute name is “dsn=MYDATABASE”, so
you should use "DSN_MYDATABASE".

Note The substitute name is the ODBC connection
string, which can be lengthy when it includes the
driver and parameters in full.

found_hostname should be “ODBC”, but you can also use
an asterisk (*).

dbname The true system name of the ODBC database in Power BI.

schema The name of the default schema of the ODBC database in
Power BI.

If no schema is specified and the Power BI harvester fails to
find a specific schema, it uses the default schema.
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Property Description

dialect The dialect of the ODBC connection.

The dialect must be one of the supported SQL dialects. If
no dialect is specified, “mssql” is used, by default.

Tip
You can enter one of the following values:

l azure, for an Azure SQL Server data source.
l bigquery, for a Google BigQuery data source.
l mssql, for a Microsoft SQL Server data source.
l oracle, for an Oracle data source.
l redshift, for an Amazon Redshift data source.
l snowflake, for a Snowflake data source.
l sybase, for a Sybase data source.

collibraSystemName The system or server name of a database.

Important Because you are using a <source>
configuration file only for the purpose of providing the
true system name of an ODBC database in Power
BI, you are not required to:

l Set the useCollibraSystemName property in the
Power BI configuration file to true.

l Specify a Collibra system name in the <source
ID> configuration file.

However, if the useCollibraSystemName property is
set to true in the Power BI configuration file, then
you must specify a Collibra system name in the
<source ID> configuration file.

For complete information on working with <source ID> configuration files, see Power BI
<source ID> configuration file.
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Power BI prerequisites
Before you start the Power BI integration process, you have to perform a number of tasks
in Power BI and Microsoft Azure. These tasks, which are performed outside of Collibra, are
needed to enable the Power BI harvester to reach your Power BI application and collect its
metadata.

The tasks include the following:

l The authentication process.
l The registration of your Power BI application in Microsoft Azure.
l The Power BI dedicated capacities and roles for Power BI workspaces.

The metadata harvesting process explains in detail which prerequisites you need to
enable the Power BI harvester to collect the Power BI metadata.

Note There are some limitations to the metadata harvesting process. Ensure that
you understand these limitations before you start the harvesting process.

Warning Because these tasks are performed outside of Collibra, it is possible that
the content changes without us knowing. We strongly recommend that you carefully
read the source documentation.

Supported Power BI subscriptions

Important Your subscription determines which Power BI metadata the Power BI
harvester can collect.

You need one of the following subscriptions to ingest Power BI metadata in Data Catalog:

l Power BI Pro. To ensure a full ingestion, you also need a Power BI Embedded Capa-
city subscription in Microsoft Azure.

l Power BI Premium.
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l Power BI Premium Per User.

Note The Power BI Premium Per User license is a new license type that is
released for general availability, but is still in its preview period. For more
information, see the Microsoft documentation.

Tip We highly recommend you to have a Power BI Premium subscription.

Authentication
You have to be authenticated to access Power BI metadata. Your authentication method
determines how you retrieve the metadata.The Power BI harvester supports two types of
authentication:

l Username and password
l Service principal authentication

The metadata harvesting process is different for each authentication method. As a result,
different configurations in Microsoft Azure and Power BI are required.

Note We recommend that you use the service principal authentication.

Username and password

The username and password authentication method relies on the username, in the form of
an email address, and a password you provide to access the Power BI metadata.

To use the username and password authentication, you need to be an Azure Active
Directory user with a Power BI admin role in Power BI and have a Contributor role in the
Power BI workspaces that you want to ingest into Data Catalog.

When you become an Azure Active Directory user, a new email address is created. You
use this email address to sign in to Power BI.
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The email address that is created in Microsoft Azure is the username that you use to sign
in to Power BI. You can store the username and password you use to sign in to Power BI in
the Power BI configuration file.

In the Power BI Tenant settings in Power BI, you have to enable the Allow XMLA
endpoints and Analyze in Excel with on-premises datasets. This setting has to be
applied to the entire organization (default) or to the specific security group to which your
workspaces belong.

Note Only Azure Administrators can create users and require them to authenticate
via username and password. The Azure Administrator also assigns the user the
Power BI admin role. This user is only created for the purpose of Power BI
integration in Collibra Data Intelligence Cloud. The user in Azure should have a
Member user type.

Service principal

The Service Principal authentication method lets an Azure Active Directory automatically
access Power BI.

The Service Principal authentication relies on the Power BI Tenant ID and the Azure
Active Directory application ID that you provide in the configuration file. The password you
need to access Power BI is the client secret key of the Azure Active Directory application.

To use the Service principal authentication, you need to embed Power BI content with a
Service Principal and an application secret. This means that you do the following:

l Create an Azure AD security group.
l Add the security group in the Power BI Tenant settings in Power BI.
l In the Power BI Admin portal, you also do the following :

o Enable the Allow service principals to use read-only Power BI admin APIs
(preview) option.

o Enable the Allow service principal to use Power BI APIs option in the
Developer settings.

o Apply the option to specific security groups.
o Enter the name of the security group to which you want to add the service prin-
cipal.
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o Enable the Allow XMLA endpoints and Analyze in Excel with on-premises
datasets. This setting has to be applied to the entire organization (default) or to
the specific security group to which your workspaces belong.

Note You need Power BI administrator rights to access the Power BI Admin
portal.

l Assign the Contributor role to the security group in the Power BI workspaces you
want to ingest.

Tip Do not confuse the Allow service principals to use read-only Power BI admin
APIs (preview) option with the Allow service principal to use Power BI APIs
option. You need to enable both options.

Register Power BI in Microsoft Azure and set
permissions
Before you set up the Power BI harvester, make sure that the harvester can reach Power
BI by registering Power BI in Azure and setting the necessary permission to harvest the
metadata.

We highly recommend that you read about supported authentication methods before you
register Power BI in Microsoft Azure.

Warning This procedure is performed outside of Collibra. A third party may change
the software without notification, which can render this documentation out of date.
We highly recommend that you carefully read the source documentation.
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Steps

Tip The content in this topic is different for the username / password authentication
method or service principal authentication method. We highly recommend that you
read the following instructions carefully before you register Power BI in Microsoft
Azure:

l Service principal instructions
l Username / password instructions

1. Register Power BI in the Azure Portal using the following settings:

Setting Description

Name The name of your Power BI application.

Supported account
types

The type of tenant. This indicates who can access the
Power BI application.

In this case, the supported account type must be Single
tenant.

Redirect URI The location to which a user's client is redirected and
where security tokens are sent after a successful
authorization.

In this case, the redirected URI must be Web, but you do
not have to specify any web location.

» When you have registered Power BI, the Azure portal creates two important IDs
that you need in the Power BI configuration file:

o The Application (client) ID
o The Directory (tenant) ID

Note We highly recommend that you store these IDs for further use. You can
find the IDs in the Overview pane on the Azure portal or in the top right menu.

2. Create a user with the Power BI Administrator role (only for username / password
authentication).
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3. In the Azure portal, go to Authentication pane and do the following:
a. Go to the Advanced settings section.
b. Set the Treat application as a public client to Yes.

4. Go to the API permissions pane and do the following:
a. Select Delegated permissions as permission type.
b. Grant the Power BI application in Microsoft Azure the Microsoft Graph User-

.Read permission.
c. Grant the Power BI application in Microsoft Azure all Power BI Service per-

missions (only for username / password authentication).
d. Set Admin consent required for Tenant.ReadAll permission to Yes (only for

username / password authentication).
» The user now has the following permissions:

o Microsoft Graph
n User.Read

o Power BI Service (only for username / password authentication)
n App.Read.All
n Capacity.Read.All
n Dashboard.Read.All
n Dataflow.Read.All
n Group.Read.All
n Report.Read.All
n Tenant.Read.All, with Admin consent required set to Yes.
n Workspace.Read.All

5. In the Power BI Admin portal, do the following (only for service principal authen-
tication):
a. Enable the Allow service principals to use read-only Power BI admin APIs

(preview) option.
b. Enable the Allow service principal to use Power BI APIs option in the

Developer settings.
c. Apply the option to specific security groups.
d. Enter the name of the security group to which you want to add the service prin-

cipal.
e. Enable the Allow XMLA endpoints and Analyze in Excel with on-premises

datasets.
f. Apply the integration setting to the entire organization (default) or to the spe-

cific security group to which your workspaces belong.
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Note You need Power BI administrator rights to access the Power BI Admin
portal.

6. In the Power BI Admin portal, do the following (only for username / password authen-
tication):
a. Enable the Allow XMLA endpoints and Analyze in Excel with on-premises

datasets.
b. Apply the integration setting to the entire organization (default) or to the spe-

cific security group to which your workspaces belong.

What's next?
You can add your Power BI workspaces to a dedicated capacity.

Power BI workspaces
Power BI workspaces represent the most used metadata in Power BI. They contain, for
example, reports and data sets. If you want a full ingestion, you have to make sure that the
Power BI harvester can access all metadata in your Power BI workspaces. Consider the
following:

l Depending on the authentication type, you must have specific roles and permissions
to access the metadata in the Power BI workspaces.

l You can only fully ingest new Power BI workspaces. This means that classic work-
spaces and MyWorkspace in Power BI are not supported.

Tip You can filter on Power BI workspaces in the Power BI configuration file.

Roles and permissions
Depending on the authentication type that you want to use, you also require additional
permissions in the Power BI workspaces to access the Power BI metadata.

l In case of username / password authentication, the Azure Active Directory user with
a Power BI admin role in Power BI must have the Contributor role in the Power BI
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workspaces you want to ingest.
l In case of Service Principal authentication, you have to add the Active Directory
security group to which you added the Service Principal to your Power BI
workspaces. The Power BI workspaces you want to ingest must have the Contributor
role in the Power BI security group.

Ingesting deleted workspaces
If you delete a Power BI workspace, the workspace is maintained for a 90-day grace
period, during which a Power BI administrator can restore the workspace. During the grace
period, the workspace has the state Deleted. When you ingest Power BI metadata in Data
Catalog, this deleted workspace is ingested.

When the grace period elapses, the state of the workspace becomes Removing, for a
short time, while it is being permanently removed. The state then becomes Not found. At
this point, as the workspace no longer exists in Power BI, the Power BI Workspace asset
in Collibra will also be deleted upon the next synchronization.

Why are deleted workspaces ingested?

Let's image that you ingest a Power BI workspace with the Active state and that over time,
you add comments, tags and characteristics to the asset in Collibra. Now let's imagine that
the workspace is deleted in Power BI and we do not ingest the deleted workspace. In this
case, the Power BI Workspace asset in Collibra is deleted upon the next synchronization.
But what if the Power BI administrator decides, during the 90-day grace period, to restore
the workspace in Power BI? Upon the next synchronization, a new Power BI Workspace
asset is created in Collibra, but all of the comments, tags and characteristics that were part
of the deleted asset are lost.

By ingesting deleted Power BI workspaces, we safeguard against losing any of the
additional information on the Power BI Workspace asset, in case a Power BI administrator
decides to restore a workspace during the grace period.

449



Viewing workspace states in Collibra

On Power BI Workspace asset pages, you can include the attribute type State, to show the
state of ingested Power BI workspaces. To do so, you have to edit the global assignment
of the Power BI Workspace asset type and assign the attribute type State.

For complete information on Power BI workspaces and possible states, see the Microsoft
Power BI documentation.

The metadata harvesting process
Collibra uses two methods to harvest Power BI metadata: via REST API calls and via
XMLA endpoints. The REST API retrieves basic metadata, and XMLA endpoints retrieve
more specific metadata.

To enable the lineage harvester to access metadata in Power BI workspaces, you must
add the workspaces to a Power BI Premium dedicated capacity and have the correct
configurations in Microsoft Azure.

Note There are some limitations to the metadata harvesting process. Ensure that
you understand these limitations before you start the harvesting process.

The following table shows which metadata the Power BI harvester retrieves and how.

Metadata about... is retrieved using...

Reports Microsoft Azure Admin Power BI REST API calls.

Data set columns and lin-
eage

XMLA (Queries or M-queries) endpoints
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Overview of the metadata harvesting process with
username / password authentication
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Step Retrieved via Description

1 Power BI API
calls

The Power BI harvester uses the username, password and
application ID to access the Power BI APIs. These APIs
retrieve basic Power BI metadata, for example metadata in
the Power BI tenant or server and reports.

2 XMLA You add the Azure Active Directory user with a Power BI
admin role in Power BI to a security group and grant him the
Contributor role in Power BI workspaces. You add the Power
BI workspaces that you want to ingest to the same security
group. As a result, the Power BI harvester uses XMLA
endpoints to retrieve more specific metadata, for example
Power BI columns and lineage. Specific metadata from
Power BI workspaces is only harvested if you added the
Power BI workspaces to the Power BI dedicated capacity
and you have the necessary permissions to harvest the
metadata..

Note Make sure that all necessary dedicated capacities are running and accessible
to the Power BI harvester. If not, creating assets for Power BI data sets and your
technical lineage may fail.
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Overview of the metadata harvesting process with service
principal authentication
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Step Retrieved via Description

1 Power BI API
calls

The Power BI harvester uses the application ID and the client
secret key of the Azure Active Directory application to access
the Power BI APIs. These APIs retrieve basic Power BI
metadata, for example metadata in the Power BI tenant or
server and reports.

2 XMLA You add the service Principal to a security group and grant it
the Contributor role in the Power BI workspaces. As a result,
the Power BI harvester uses XMLA endpoints to retrieve
more specific metadata, for example in Power BI columns
and lineage. Specific metadata from Power BI workspaces is
only harvested if you add the Power BI workspaces to the
dedicated capacity and you have the necessary permissions
to harvest the metadata.

Note Make sure that all necessary dedicated capacities are running and accessible
to the Power BI harvester. If not, creating assets for Power BI data sets and your
technical lineage may fail.

Prepare a domain for Power BI ingestion
You can create a new domain for your Power BI asset and use the domain ID in the Power
BI harvester configuration file. As a result, Collibra uses this domain to ingest all Power BI
assets during the Power BI integration process.

Prerequisites
l You have a resource role with the Domain > Add resource permission.
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Steps
1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.

4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.

Name The name of the new domain.

5. Click Create.
6. Open your domain.
7. Copy the domain ID.

Tip If you go to your domain, you can find the domain ID in the URL. The URL
looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this
example, the domain ID is in bold.

8. Paste the domain ID in the Power BI configuration file.

Warning When you run the harvesters, Collibra Data Lineage creates all Power
BI assets in the same Data Catalog BI domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Power BI. As a consequence, all manually added data of those assets
is lost.
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Power BI and lineage harvester set-up
To ingest Power BI metadata in Data Catalog, you need to run two different harvesters:

l The Power BI harvester
l The lineage harvester.

The order in which you run the harvesters is important. You first have to run the Power BI
harvester to collect the metadata from your Power BI application and then run the lineage
harvester to import new Power BI assets and their relations in Data Catalog. The Power
BI ingestion workflow explains which roles the harvesters play in the Power BI ingestion
process.

Note You need to purchase the Power BI metadata connector and lineage feature
to access the Power BI and lineage harvesters.

Warning If you upgrade from Power BI harvester 1.0.0.0 to Power BI harvester
1.0.0.1 or newer, you have to follow an upgrade procedure.

Power BI ingestion workflow
To ingest Power BI metadata into Data Catalog, you use two types of harvesters:

l A Power BI harvester
l A lineage harvester

Note The harvesters can run on the same or on different machines. However, the
Power BI harvester must run on a Windows machine.

When the Power BI harvester initiates the Power BI integration, each workflow component
performs the following actions:
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1. The Power BI harvester:
o Communicates with Power BI.
o Harvests Power BI metadata for ingestion and lineage.
o Sends the Power BI metadata to the Collibra cloud environment.

Note The Power BI harvester only harvests the metadata, it does not change
it.

2. The lineage harvester:
o Triggers a new synchronization of the metadata in Collibra to create a technical
lineage for Power BI and new relations between Power BI assets.

o Sends the Power BI ingestion results to Data Catalog.
o Sends the lineage results to Data Catalog.

3. Data Catalog (via the Collibra Data Lineage server):
o Shows the new Power BI assets.
o Shows a Technical lineage tab on Power BI Column pages.
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Collibra Data Lineage servers
A Collibra Data Lineage server processes and analyzes the harvested metadata and
uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.

Based on your geographical location and cloud provider, the Power BI harvester sends
metadata to one of the following Collibra Data Lineage servers:

l 15.222.200.199 (techlin-aws-ca)
l 18.198.89.106 (techlin-aws-eu)
l 54.242.194.190 (techlin-aws-us)
l 51.105.241.132 (techlin-azure-eu)
l 20.102.44.39 (techlin-azure-us)
l 35.197.182.41 (techlin-gcp-au)
l 34.152.20.240 (techlin-gcp-ca)
l 35.205.146.124 (techlin-gcp-eu)
l 34.87.122.60 (techlin-gcp-sg)
l 35.234.130.150 (techlin-gcp-uk)
l 34.73.33.120 (techlin-gcp-us)

Important You have to whitelist all Collibra Data Lineage servers in your
geographic location. For example, if your data is located in Europe, you have to
whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-
gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-
us Collibra Data Lineage server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Set up the Power BI harvester
The Power BI harvester is a standalone console application that runs on a Windows
machine. You use it to extract data from the Power BI REST API and XMLA endpoints and
send it to the Collibra Data Lineage server in Collibra's cloud environment for analysis.

The metadata harvesting process explains in detail which prerequisites you need to
enable the Power BI harvester to collect the Power BI metadata.

Chapter 2

458

https://docs.microsoft.com/en-us/power-bi/developer/embedded/embed-service-principal
https://docs.microsoft.com/en-us/analysis-services/xmla/xml-for-analysis-xmla-reference?view=asallproducts-allversions


Chapter 2

Note There are some limitations to the metadata harvesting process. Ensure that
you understand these limitations before you start the harvesting process.

Power BI harvester system requirements
You need to meet the following system requirements to install and run the Power BI
harvester on your Windows machine.

Note If you want to successfully ingest Power BI metadata into Data Catalog, you
need to meet both the system requirements to run the Power BI harvester, and also
the system requirements to run the lineage harvester.

Software requirements

You need to meet the software requirements to install and run the Power BI harvester.

Minimum software requirements

You need the following minimum software requirements:

l Microsoft .NET Framework 4.7.2.
l One of the following:

o Client operating system: Windows 7 SP1, 8.1 or 10, version 1607.
o Server operating system: Windows Server 2008 R2 SP1.

Note .NET Framework 4.7.2 is available as a system update.

Recommended software requirements

The minimum software requirements are most likely insufficient for production
environments. We recommend you meet the following software requirements:
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l Microsoft .NET Framework 4.7.2 or higher.
l Client operating system: Windows 10 April 2018 update, version 1803 or newer.
l Server operating system: Windows Server 2016 version 1803 or newer.

Hardware requirements

You need to meet the hardware requirements to install and run the Power BI harvester.

Minimum hardware requirements

You need the following minimum hardware requirements:

l 2 GB RAM
l 1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend you meet the following hardware requirements:

l 4 GB RAM
l 20 GB free disk space

Network requirements

You have firewalls rule to have access to:

l The Microsoft API.
l A Collibra Data Lineage server with IP address:

o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
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o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

Note The Power BI harvester connects to different servers based on your
geographic location and cloud provider. If your location or cloud provider
changes, the Power BI harvester rescans all your Power BI metadata. You
have to whitelist all Collibra Data Lineage servers in your geographic location.
In addition, we highly recommend that you always whitelist the techlin-aws-us
server as a backup, in case the Power BI harvester cannot connect to other
Collibra Data Lineage servers.

Note The Power BI harvester uses port 443 (tcp only).

Install the Power BI harvester
Before you can use the Power BI harvester, you need to download it and install it on your
Windows machine. You can download the Power BI harvester from the Collibra Product
Resource Center downloads page.

Warning If you upgrade to Power BI harvester 1.0.0.1 or newer, you have to follow
an upgrade procedure.

Prerequisites

l You have Collibra Data Intelligence Cloud 2020.11 or newer.
l You have access to the Power BI harvester on the Downloads page.
l Your environment meets the system requirements to install and use the Power BI
harvester.

l You have added Firewall rules so that the Power BI harvester can connect to the Col-
libra Data Lineage server with one of the following IP addresses:

l 15.222.200.199 (techlin-aws-ca)
l 18.198.89.106 (techlin-aws-eu)
l 54.242.194.190 (techlin-aws-us)
l 51.105.241.132 (techlin-azure-eu)
l 20.102.44.39 (techlin-azure-us)
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l 35.197.182.41 (techlin-gcp-au)
l 34.152.20.240 (techlin-gcp-ca)
l 35.205.146.124 (techlin-gcp-eu)
l 34.87.122.60 (techlin-gcp-sg)
l 35.234.130.150 (techlin-gcp-uk)
l 34.73.33.120 (techlin-gcp-us)

Steps

1. Download the Power BI harvester.
2. Unzip the archive.
3. Open the Power BI harvester folder.

» The Power BI harvester folder contains two folders, a BAT file that you use to run
the harvester and a TXT file with information about the configuration file.
» An empty Power BI configuration file is available in the config folder.

What's next?

You can now prepare the Power BI connection properties in the configuration file and run
the Power BI harvester.

Note We highly recommend that you run the Power BI harvester via command line.
This enables you to follow the metadata upload and see possible errors that may
occur.

Prepare the Power BI configuration file
You create a configuration file for the Power BI metadata that you want to ingest. This
configuration file is used by the Power BI harvester to retrieve metadata from Power BI and
send it to Collibra to be scanned, processed and analyzed.

Prerequisites

l You have access to the Power BI harvester on the Downloads page.
l You have completed all prerequisite tasks.
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l You have a dedicated domain to ingest the Power BI assets.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l Your environment meets the system requirements to run the Power BI harvester and
the lineage harvester.

Tip For a full ingestion, we highly recommend to have a Power BI Premium
subscription.

Steps

1. In the Power BI harvester folder, open the empty configuration file.
2. Enter the values for each property.

Properties Description Mandator
y

powerbi This section contains information that is
necessary to connect to your Power BI
application.

Yes
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Properties Description Mandator
y

tenantDomain The Power BI tenant domain is the domain
associated with the Microsoft Azure tenant.

This domain is either a default domain or a
custom domain. For example,
collibrapowerbi.onmicrosoft.com.

Note Usually, you can find a list of
Power BI tenant or server domains in
your Azure Active Directory or in the
top right menu.

Yes

applicationId The unique ID of the Microsoft Azure Applic-
ation (client) ID.

Yes

userName The username that you use to access Power
BI.

Depending on your authentication type, the
username should have a different value:

o For username and password
authentication, you enter the username
that you use when you sign in to Power BI.

o For Service Principal authentication, you
leave this field empty.

Tip If you cannot store your
username in the configuration file for
security or other reasons, delete this
field and provide the username via
command line or when prompted by
the Power BI harvester.

No

Chapter 2

464



Chapter 2

Properties Description Mandator
y

password The password or client secret key that you
use to access Power BI.

Depending on your authentication type, the
password needs a different value:

o For username and password authen-
tication, you enter the password that you
use when you sign in to Power BI.

o For Service Principal authentication, you
enter the Power BI application client
secret key.

In case the password is an empty string,
leave this field empty.

Tip If you cannot store your password
in the configuration file for security or
other reasons, delete this field and
provide the password via command
line or when prompted by the Power BI
harvester.

No
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Properties Description Mandator
y

workspaceFilter An option to exclude specific Power BI
workspaces from the ingestion process. You
can add multiple workspaces. For example
"workspace1, workspace2, workspace3".

If the workspaceFilter field remains empty or
is deleted from the configuration file, all
accessible Power BI workspaces are
processed and ingested.

Tip For more information about the
query options to filter Power
BI workspaces, see the Microsoft
documentation. Be aware that the "IN"
operator is currently not supported.

Important If you use Power BI
harvester older than version 1.1.0.0,
the workspaceFilter property is
named groupFilter. This change is
backward compatible. However, if you
download a new Power BI harvester,
we highly recommend to update your
configuration file.

No

techlin This section contains information to identify
your Power BI metadata on the Collibra Data
Lineage server.

Yes
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Properties Description Mandator
y

sourceId The unique ID of your Power BI metadata.

The lineage harvester uses this ID to locate
the Power BI metadata on the Collibra Data
Lineage server.

Tip This value can be anything as
long as it is a unique, human readable
ID and the same as the value of the Id
property in the lineage harvester
configuration file. The Power BI and
lineage harvesters use the ID to
identify a batch of data on the Collibra
Data Lineage server.

Yes

catalog This section contains information that is
necessary to connect to Data Catalog.

Yes

domainId The unique resource ID of the domain in
Collibra Data Intelligence Cloud in which you
want to ingest the Power BI assets.

Tip You can find the domain ID by
clicking the domain type. Then look in
the URL of your browser to find the ID.
The URL looks like
https://<yourcollibrainstance>/domain/
<domain ID>?<view>.

Yes

467



Properties Description Mandator
y

url The URL of your Collibra Data Intelligence
Cloud instance.

Note You can only enter the public
URL of your Collibra Data Intelligence
Cloud environment. Other URLs will
not be accepted.

Yes

userName The username that you use to sign in to
Collibra.

Tip If you cannot store your
username in the configuration file for
security or other reasons, delete this
field and provide the username via
command line or when prompted by
the Power BI harvester.

No

password The password that you use to sign in to
Collibra.

Tip If you cannot store your
passwordin the configuration file for
security or other reasons, delete this
field and provide the password via
command line or when prompted by
the Power BI harvester.

No
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Properties Description Mandator
y

useCollibraSystemN
ame

Indication whether you want to use the
system or server name of a data source to
match to the System asset in Data Catalog
during automatic stitching. This is useful
when you have multiple databases with the
same name.

By default, the useCollibraSystemName
property is set to false. If you want to use it,
set it to true.

o If you set the useCollibraSystemName
property to true, the Power BI harvester
reads the <source-ID> configuration file
and takes the value in the col-
libraSystemName property into account.

o If you set the useCollibraSystemName
property to false, the Power BI harvester
ignores the collibraSystemName property
in the <source-ID> configuration file.

Warning Unless you have multiple
databases with the same name, we
highly recommend that you keep the
default value.

Yes

3. Save the configuration file.
4. Trigger the Power BI harvester to upload the Power BI metadata:

o Run the following command line if your configuration file is in its default loc-
ation: .\powerbi-harvester.bat

o Launch the path to the Power BI configuration file if you moved the con-
figuration file to a different location:.\bin\powerbi-harvester.exe .\con-

fig\powerbi-harvester.conf
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Note We highly recommend that you run the Power BI harvester via
command line. This enables you to follow the metadata upload and see
possible errors that may occur.

5. If the Power BI harvester prompts for credentials, enter them or use command line
options to provide them.

Note Credentials provided via command line overwrite the credentials in the
configuration file.

» The Power BI harvester collects the Power BI metadata and sends it to the
Collibra Data Lineage server. Collibra scans and analyzes the metadata.

Tip If you want to ingest multiple Power BI applications, create a new configuration
file using a unique ID and repeat these steps. In the lineage harvester configuration
file, you can add multiple Power BI sections that each refer to a different ID.

Note If you are not able to run the Power BI harvester, go to the troubleshooting
section to resolve your issues.

Example

This example shows a configuration file with the username / password authentication
method.

{
"powerbi": {
"tenantDomain": "<organization.onmicrosoft.com>",
"applicationId": "<microsoft-azure-id>",
"userName": "<your-power-bi-email-address>",
"password": "<password-to-access-power-bi>",
"workspaceFilter": "workspace-name1", "workspace-name2"

},
"techlin": {
"sourceId" : "<unique-power-bi-ID>"
},

"catalog": {
"domainId": "<your-catalog-domain>",
"url": "<url-to-collibra>",
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"userName": "<my-collibra-username>",
"password": "<my-collibra-password>"

},
"useCollibraSystemName": false

}

This example shows a configuration file with the service principal authentication method.

{
"powerbi": {
"tenantDomain": "<organization.onmicrosoft.com>",
"applicationId": "<microsoft-azure-id>",
"userName": "",
"password": "<secret-key>",
"workspaceFilter": "<filter-workspace-name>"

},
"techlin": {
"sourceId" : "<unique-power-bi-ID>"
},

"catalog": {
"domainId": "<your-catalog-domain>",
"url": "<url-to-collibra>",
"userName": "<my-collibra-username>",
"password": "<my-collibra-password>"

},
"useCollibraSystemName": false

}

Warning If you are ingesting a large amount of Power BI data and you use the
workspace filter (workspaceFilter), the Power BI harvester might time out, resulting
in an Internal Server Error. If you get this error, we highly advise you to not use the
workspace filter. See the known issues in Power BI ingestion limitations.

What's next?

You can now download and install the lineage harvester and prepare the lineage harvester
configuration file. The lineage harvester triggers Collibra to create new Power BI assets,
stitch them and show a technical lineage for them.

To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester
and lineage harvester again or schedule jobs to run them automatically.
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Prepare Power BI <source ID> configuration file
The Power BI harvester uses a Power BI configuration file to collect the Power BI data
objects. It then sends the metadata to the Collibra Data Lineage server. However, if the
useCollibraSystemName in the Power BI configuration file is set to true, you also have
to provide a specific <source ID> configuration file that defines the system name of
databases in Power BI.

Collibra Data Lineage uses the system names to match the structure of databases in
Power BI to assets in Data Catalog.

Tip The name "<source ID>" refers to the value of the sourceId property in the
Power BI configuration file.

Prerequisites

l The useCollibraSystemName in the Power BI harvester configuration file is set to
true.

Note This is not a prerequisite if you are using a <source ID> configuration file for
the purpose of providing the true system names of the ODBC databases in Power
BI. In that case, you can set the useCollibraSystemName property in the Power
BI harvester configuration file to true, but it is not mandatory.

Steps

1. Create a new JSON file in the Power BI harvester config folder.
2. Give the JSON file the same name as the value of the sourceId property in the

Power BI configuration file.

Example The value of the sourceId property in the Power BI configuration
file is power-bi-source-1. Therefore, the name of your JSON file should be
power-bi-source-1.conf.
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3. For each database in Power BI, add the following content to the JSON file:

Property Description Mandatory?

found_
dbname=<database
name>;found_
hostname=<server
name>

The database information of
supported data sources in Power BI
that is typically collected by the
Power BI harvester. It describes on
which server the database is running
(found_hostname) and what the
name of the database is (found_
dbname).

Tip
You can use wildcards to
capture multiple connection
string combinations:

Show me the supported
wildcards

Pat
ter
n

Description

* Matches everything.

? Matches any single ch
aracter.

[se
q]

Matches any characte
r in "seq".

[!se
q]

Matches any characte
r not in "seq".

Yes

dbname The name of the database of a sup-
ported data source in Power BI.

No
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Property Description Mandatory?

schema The name of the default schema of a
supported data source in Power BI.

If the Power BI harvester fails to find
a specific schema, it uses the default
schema.

No

dialect The dialect of the supported data
source in Power BI.

Tip
You can enter one of the
following values:

o azure, for an Azure SQL
Server data source.

o bigquery, for a Google
BigQuery data source.

o mssql, for a Microsoft SQL
Server data source.

o oracle, for an Oracle data
source.

o redshift, for an Amazon
Redshift data source.

o snowflake, for a Snowflake
data source.

o sybase, for a Sybase data
source.

No
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Property Description Mandatory?

collibraSystemName The system or server name of a
database.

Warning The value of this
property must exactly match
the name of your System
asset in Collibra.

Important If you are using a
<source> configuration file for
the purpose of providing the
true system name of an ODBC
database in Power BI, you are
not required to:
o Set the
useCollibraSystemName
property in the Power BI
configuration file to true.

o Specify a Collibra system
name in the <source ID>
configuration file.

However, if the
useCollibraSystemName
property is set to true in the
Power BI configuration file,
then you must specify a
Collibra system name in the
<source ID> configuration file.

Yes

(unless you
are using a
<source ID>
file to provide
the true
system
names of
ODBC
databases in
Power BI.)

4. Save the <source ID> configuration file.

Example of the <source ID>.conf file

{
"found_dbname=databasename1;found_hostname=*": {

"dbname": "mssql-database-name",
"schema": "mssql-schema-name",
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"dialect": "mssql",
"collibraSystemName": "mssql-system-name"

},
"found_dbname=databasename2;found_hostname=server-name.on-

microsoft.com": {
"dbname": "oracle-database-name",
"schema": "oracle-schema-name",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

}
}

Ingest multiple Power BI applications
You can ingest more than one Power BI application in Collibra. For each Power BI
application, you create a separate Power BI configuration file, and then add a section in
the lineage harvester configuration file.

Prerequisites

l You have access to the Power BI harvester on the Downloads page.
l You have completed all prerequisite tasks.
l You have a dedicated domain to ingest the Power BI assets.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l Your environment meets the system requirements to run the Power BI harvester and
the lineage harvester.

Tip For a full ingestion, we highly recommend to have a Power BI Premium
subscription.
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Steps

1. Prepare the Power BI configuration file for one Power BI application.
2. Run the Power BI harvester.
3. For each additional Power BI application, do the following:

a. Prepare a new configuration file with the information of the next Power BI
application.

i. Optionally, create a new domain in Data Catalog to ingest the assets of
this Power BI application.

ii. Enter a new source ID that is different from the source IDs of existing
Power BI configuration files.

b. Run the Power BI harvester again.

Note Make sure that you refer to the path of this configuration file when
you run the Power BI harvester.

» The Power BI harvester collects the Power BI metadata of each Power BI
application and sends it to the Collibra Data Lineage server.
» Collibra scans and analyzes the metadata.

4. In the lineage harvester configuration file, create a Power BI section for each Power
BI application. Use the source ID of each Power BI configuration file as the ID of the
Power BI section in the lineage harvester configuration file.

5. Run the lineage harvester to ingest the Power BI metadata in Collibra.
» The Power BI metadata is ingested in the domain that you specified in the Power
BI configuration file.

Example

You have two Power BI applications that you want to ingest. The first Power BI
configuration file has source ID power-bi-app-a, the second Power BI configuration file
has source ID power-bi-app-b. The lineage harvester configuration file contains two
Power BI sections that each refer to a different source ID.

{
"general": {

"catalog" : {
"url" : "https://companydomain.collibra.com",
"username" : "my-Collibra-username"}
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},
"sources" : [ 
{

"type" : "ExistingLineage",
"id" : "power-bi-app-a"

}
{

"type" : "ExistingLineage",
"id" : "power-bi-app-b"

}]
}

What's next?

To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester
and lineage harvester again or schedule jobs to run them automatically. You can schedule
to synchronize Power BI applications at different times.

Command options and arguments
After creating a Power BI harvester configuration file, you can use the command line to
provide the Power BI harvester with additional information or perform specific actions.

Note Credentials provided via command line overwrite the credentials in the
configuration file.

Typical command options and arguments

The following table shows the most commonly used command options and arguments.
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Command Description

--powerbi-

password "<Power BI

user password or

application client

secret key>"

Your Power BI password.

If you don't want to add your password in the Power BI
harvester configuration file, you can provide it via
command line.

Your password depends on the authentication method that
you use:

l For username / password authentication, you enter the
Power BI user password.

l For Service Principal authentication, you enter the
application client secret.

--powerbi-

user"<Power BI

username or empty

string>"

Your Power BI username.

If you don't want to add your username in the Power BI
harvester configuration file, you can provide it via
command line.

Your username depends on the authentication method that
you use:

l For username / password authentication, you enter the
Power BI username.

l For Service Principal authentication, you enter "" to
indicate an empty string. This is only necessary if you
deleted the username filed in the configuration file. 
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Command Description

--catalog-

password "<Collibra

password>"

Your Collibra password.

If you don't want to add your password in the Power BI
harvester configuration file, you can provide it via
command line.

Note If you added an API key, the Data Catalog
credentials will not be used.

--catalog-

user"<Collibra

username>"

Your Collibra username.

If you don't want to add your password in the Power BI
harvesterconfiguration file, you can provide it via command
line.

Note If you added an API key, the Data Catalog
credentials will not be used.

--output-file <file

path>

Save your harvested Power BI metadata to a specified
directory. The output file is a ZIP file.

--from-file <file

path>

Upload Power BI metadata that was already harvested and
saved to a specified file.

--timeout <seconds> Increase the timeout duration to specify a longer timeout
for remote API calls.

Example If you want the Power BI harvester to wait
15 minutes before canceling a remote API
connection, you can use --timeout 900.
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Set up the lineage harvester for Power BI
ingestion
The lineage harvester is a software application that is needed to collect your Power BI
metadata and send it to the Collibra Data Lineage server, where the metadata is
processed and a technical lineage and new Power BI assets and relations are created.
Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.

For more information about the lineage harvester, read the Collibra Data Lineage
documentation.

Note You need the lineage harvester 1.2.1 or newer to ingest Power BI metadata
into Data Catalog.

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements

You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Hardware requirements

You need to meet the hardware requirements to install and run the lineage harvester.
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Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements

You need the following minimum network requirements:

l Firewall rules so that the lineage harvester can connect to:
o Collibra Data Intelligence Cloud.
o All Collibra Data Lineage servers in your geographic location:

n 15.222.200.199 (techlin-aws-ca)
n 18.198.89.106 (techlin-aws-eu)
n 54.242.194.190 (techlin-aws-us)
n 51.105.241.132 (techlin-azure-eu)
n 20.102.44.39 (techlin-azure-us)
n 35.197.182.41 (techlin-gcp-au)
n 34.152.20.240 (techlin-gcp-ca)
n 35.205.146.124 (techlin-gcp-eu)
n 34.87.122.60 (techlin-gcp-sg)
n 35.234.130.150 (techlin-gcp-uk)
n 34.73.33.120 (techlin-gcp-us)
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Note The Power BI harvester connects to different servers based on
your geographic location and cloud provider. If your location or cloud
provider changes, the Power BI harvester rescans all your Power BI
metadata. You have to whitelist all Collibra Data Lineage servers in your
geographic location. In addition, we highly recommend that you always
whitelist the techlin-aws-us server as a backup, in case the Power BI
harvester cannot connect to other Collibra Data Lineage servers.

Install the lineage harvester for Power BI ingestion
Before you can use the lineage harvester, you need to download it and install it. You can
download the lineage harvester from the Collibra Community downloads page.

Warning If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an
upgrade procedure.

Prerequisites

l You have purchased the Power BI metadata connector and lineage feature.
l You have Collibra Data Intelligence Cloud 2020.11 or newer.
l You meet the minimum system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o the Collibra Data Lineage server with the following IP addresses:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o Collibra Data Intelligence Cloud 2020.11 or newer.
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Steps

1. Download the lineage harvester version 1.2.1 or newer.
2. Unzip the archive.

» You can now access the lineage harvester folder.

3. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.

What's next?

You can now prepare the lineage harvester configuration file.
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Prepare the lineage harvester configuration file for Power BI
You have to prepare a technical lineage configuration file and run the lineage harvester to
fetch the Power BI analysis results on the Collibra Data Lineage server and sent them as
an import job to your Collibra Data Intelligence Cloud.

Note Comments in the lineage harvester configuration file are not supported.

Tip For more information, see Collibra Data Lineage.

Prerequisites

l You have prepared the Power BI configuration file and executed the Power BI har-
vester.

l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have the Technical lineage global permission.
l You have created a BI Catalog domain in which you want to ingest the Power BI
assets.

l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l You have downloaded lineage harvester version 2022.05 or newer. We highly
recommend that you always install and use the newest lineage harvester.
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Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Open the configuration file and enter the values for each property.

Properties Description

general This section describes the connection information between
the lineage harvester and Data Catalog.

catalog This section contains information that is necessary to
connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of your
Collibra DGC environment. Other URLs will not be
accepted.
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Properties Description

username The username that you use to sign in to Collibra.

sources This section describes the data sources for which you want to
create the technical lineage. You have to create a
configuration section for each data source.

Note You can add multiple data sources to the same
configuration file.

type The kind of data source. In this case, the value has to be
ExistingLineage.

id The unique ID to identify the Power BI service metadata that
was uploaded to the Collibra Data Lineage server. The value
has to be the same as the value you used in the sourceId
property in the Power BI configuration file.

Tip This value can be anything as long as it is a
unique ID and the same as the value of the sourceId
property in the Power BI configuration file. The Power
BI and lineage harvesters use the ID to identify a batch
of data on the Collibra Data Lineage server.

Tip If you want to ingest multiple Power BI applications, create a separate
Power BI configuration file for each Power BI application each with a unique
source ID. Duplicate the Power BI section in the lineage harvester
configuration file and enter the source ID in the ID property.

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync
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5. When prompted, enter the passwords to connect to your Collibra Data Intelligence
Cloud environment.
» The password is encrypted and stored in /config/pwd.conf

What's next?

The lineage harvester triggers Collibra to import Power BI assets and their relations and
create a technical lineage for Power BI Column assets. Collibra also stitches the new
Power BI assets to existing assets in Data Catalog.

To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester
and lineage harvester again or schedule jobs to run them automatically.

Tip You can check the progress of the Power BI ingestion and technical lineage
creation in Activities. The Results field indicates how many relations were imported
into Data Catalog.

Warning When you run the harvesters, Collibra Data Lineage creates all Power
BI assets in the same Data Catalog BI domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Power BI. As a consequence, all manually added data of those assets
is lost.

Power BI business logic
Power BI business users work with Power BI dashboards and reports to make business
decisions. Collibra's Power BI connector and lineage feature offers business users several
advantages:

l Easily find certified Power BI content.
l Shop for Power BI reports.
l Trace Power BI metadata to metadata of other data sources.
l Find where content is stored in Power BI.
l Get information about a Power BI Report in a single location.
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Power BI asset pages
Depending on the Power BI asset type, the asset page shows different information
ingested from Power BI. You can find a specific Power BI asset page using Data Catalog
search or via the Data Catalog BI domain in which you ingested the Power BI metadata.

Details
Asset pages show attributes and relations to other assets. This information is
synchronized with the Power BI service. However, you can add additional characteristics,
tags or comments.

If you want to use a Power BI Data Model or a Power BI Report, you can add it to the Data
Basket and check it out.

Example The following Power BI Report asset page shows in which Power BI
Workspace the report is stored and which Power BI Data Set it uses. This asset has
a clear description and is certified.
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Business diagrams
The business diagram is a feature to show and interact with many assets and relations in
an easy-to-read diagram. The business diagram helps you to quickly see to which other
assets a specific asset is related. As such, the diagram can show a high-level presentation
of a Power BI Report. This enables you, for example, to see:

l In which Power BI Workspace the Power BI Report is stored.
l In which Power BI Capacity the Power BI Workspace is stored.
l Which Power BI Data Model assets the Power BI Report uses.
l Which Table assets and Column assets from other data sources are the source of a
Power BI Column asset.

Example The following business diagram shows the Product Cost Statistics Report
Power BI Report, which is stored in the Power BI Statistics Power BI Workspace.
The report uses the Product Cost - Statistics Report Power BI Data Model. This data
set contains data from the SQL Server Cloud source.

Report views
The Power BI connector and lineage feature enables you to find all ingested Power BI
Reports and children of the Power BI Report asset type in a single location.

In the Reports tab page in Data Catalog you can see an overview of all Report assets and
their children. Optionally, you can create a view with a filter to only show Power BI Reports.
This is useful if you quickly want to find a report or if you want to know which reports are
certified.
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Technical lineage for Power BI service
When you ingest Power BI metadata in Data Catalog, you automatically create a technical
lineage for Power BI Column assets. Each Power BI Column asset page has a Technical
lineage tab page that shows the technical lineage of that Power BI Column asset.

Note If you ingest Power BI for the first time or if you change your geolocation or
cloud provider, you have to restart the DGC service before you can see your
technical lineage.
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Technical lineage graph
The technical lineage graph shows relations of the type "Data Element targets / sources
Data Element" between BI assets and other data objects in the data flow, for example
Column assets or Power BI Column assets. These relations are created during the Power
BI ingestion process as a result of automatic stitching.

For more information about the technical lineage, see the Collibra Data Lineage section in
the user guide.

Example
The following technical lineage shows the relation of the type "Data Element targets /
sources Data Element" between the Column asset LISTPRICE and the Power BI Column
asset ListPrice.
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Sources tab page
The Sources tab page shows the transformation details that were analyzed and processed
on the Collibra Data Lineage server and the results of this analysis. The success rate of
the analysis indicates how complete the technical lineage is. There are a few limitations
that prevent the Collibra Data Lineage server from processing all Power BI metadata.

Important The Collibra Data Lineage server can process most, but not all, complex
Power BI metadata. This means that the success rate of a Power BI ingestion can
be very high, but almost never 100%.

Example
The following Sources tab page shows that you have created a technical lineage for four
data sources. Power BI has a success rate of 83%. When you use the transformation logs
to investigate the errors, you see that the Collibra Data Lineage server couldn't process
some elements of the Power BI metadata, for example because they are not supported or
there is an issue in the configuration file or the Power BI setup.
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Automatic stitching
Stitching is a process that creates relations between database columns that are Column
assets in Collibra Data Intelligence Cloud and BI assets representing the same database,
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specifically between:

l The assets that are created when you ingest Power BI.
l The assets that are created when you register a data source.

The Power BI Harvester collects the Power BI source code and sends it to Collibra for
analyzing. The lineage harvester then pushes it to the Data Catalog and creates the
relation between Power BI assets in Data Catalog.

At the same time, Collibra analyzes other metadata of data sources that you registered in
Data Catalog and creates new relations of the type "Data Element targets / sources Data
Element" between Power BI Column assets and Column assets in Data Catalog. It also
creates a data flow between data objects, which is visualized in a technical lineage.

Note When you ingest Power BI, you automatically create a technical lineage for
Power BI Column assets.

Stitching issues
To stitch assets in Data Catalog to data object collected by the lineage harvester, the
Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full
path of Power BI assets. If the full paths match, the Collibra Data Lineage automatically
stitches them.

Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a
yellow background in the technical lineage graph. However, the stitching results of BI
sources, for example Power BI, currently have a gray background. This does not indicate
that stitching failed. You can see which assets are stitched in the Stitching tab page.

Tip You can use the Stitching tab page to easily find the full path of assets in Data
Catalog and data objects that were collected by the Power BI harvester and the
lineage harvester.
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Schedule jobs
You can use scheduled jobs to run the Power BI harvester and lineage harvester at
specific times automatically.

Since you need both the Power BI harvester and the lineage harvester to successfully
ingest Power BI metadata in Data Catalog, we highly recommend that you schedule the
Power BI harvester job before you schedule the lineage harvester job.

Warning When you run the harvesters, Collibra Data Lineage creates all Power
BI assets in the same Data Catalog BI domain. We highly recommend that you do
not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Power BI. As a consequence, all manually added data of those assets
is lost.

Schedule Power BI harvester jobs
You can use the Windows Task Scheduler to make the Power BI harvester run scheduled
jobs periodically. In a scheduled job, the Power BI harvester automatically uploads Power
BI metadata to Collibra.

Scheduled jobs only work if you add the correct credentials to the Power BI configuration
file or if you use a tool to automatically provide the credentials each time the Power BI
harvester job is scheduled.

Schedule lineage harvester jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to make the
lineage harvester run scheduled jobs periodically. In a scheduled job, the lineage
harvester uploads Power BI metadata to your Collibra Data Intelligence Cloud
environment and Data Catalog automatically creates new Power BI assets and relations at
specific times, dates or intervals. Collibra also creates a technical lineage for Power
BI Column assets.
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Warning Relations that were manually created between Power BI assets and other
assets via a relation type in the Power BI operating model, are deleted after a
refresh of the Power BI metadata.

Example You created a Power BI configuration file and added the required
properties to the lineage harvester configuration file. You schedule the Power BI
harvester job each Monday at 6 am and the lineage harvester job at 6 pm. As a
result, your Power BI metadata is automatically refreshed on a weekly basis.

Harvesters upgrade
Each new Power BI harvester and lineage harvester adds features and enhancements to
the previous version. We highly recommend that you always use the newest harvester
available.

Upgrade to Power BI harvester 1.0.0.1 or newer
and lineage harvester 1.3.0 or newer
The Power BI harvester 1.0.0.1 enables you to connect to a Collibra Data Lineage server,
based on your geolocation and cloud provider.

You only have to follow this upgrade procedure when you upgrade from Power BI
harvester 1.0.0.0 to Power BI harvester 1.0.0.1 and newer or if the server's geolocation or
cloud provider changes.

Tip We highly recommend that you always use the newest Power BI harvester and
lineage harvester.
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Steps

1. If you have strict firewall rules, whitelist one of the following IP addresses, based on
your Collibra geolocation and cloud provider:

o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

Note IP address 15.222.200.199 is only available for Power BI harvester
1.0.0.2 and lineage harvester 1.3.1 and newer.

2. Download Power BI harvester 1.0.0.1 or newer, from the Collibra Downloads page.
3. Install the new Power BI harvester.
4. Migrate your Power BI connection information in your old configuration file to the con-

figuration file in the new Power BI harvester folder.
5. Trigger the Power BI harvester to upload the Power BI metadata to the Collibra Data

Lineage server with the new IP address:
o Run the following command line if your configuration file is in its default loc-
ation: .\powerbi-harvester.bat

o Launch the path to the Power BI configuration file if you moved the con-
figuration file to a different location:.\bin\powerbi-harvester.exe .\con-

fig\powerbi-harvester.conf

Note We highly recommend that you run the Power BI harvester via
command line. This enables you to follow the metadata upload and see
possible errors that may occur.

6. Download lineage harvester 1.3.0 or newer, from the Collibra Downloads page.
7. Install the new lineage harvester.
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8. Migrate the data sources in your old configuration file to the configuration file in the
new lineage harvester folder.

9. Run the lineage harvester with the full-synccommand.
» The lineage harvester uploads your data sources to the Collibra Data Lineage
server with the new IP address.

10. Restart the DGC service in Collibra Console.

Tip For more information about Power BI and the Power BI harvester, see Power
BI.

What's next?
Collibra now synchronizes your Power BI assets and relations. You can also access the
technical lineage via a Power BI Column asset page.

Power BI troubleshooting
It is possible that you encounter problems during the Power BI ingestion process.

Note You can also encounter problems due to Power BI ingestion limitations.

The following table lists possible problems and offer a solution.

Problem Description

You have made a mis-
take in the Power BI har-
vester configuration file
or the lineage harvester
configuration file.

Make sure to check all properties and values before you run
the Power BI harvester.

If any of the values of the required configuration properties
are missing, invalid or incorrect, the Power BI harvester or
lineage harvester fails with an error or the Power BI ingestion
will be incorrect.

The Power BI harvester and lineage harvester should have
the same value in the url and (source)Id property.
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Problem Description

You don't have the cor-
rect Power BI per-
missions or not all
prerequisites have been
met before you start the
Power BI integration pro-
cess.

Make sure you have read and performed all prerequisites.
The prerequisites are slightly different if you choose for user-
name / password or service principal authentication.

The Power BI harvester
failed to retrieve Power
BI capacities and shows
status code
"Unauthorized".

This is a common mistake when you use the service principal
authentication method. To solve this issue, make sure that
you have enabled the Allow service principals to use read-
only Power BI admin APIs (preview) option in the Power
BI Admin portal,.

Tip Do not confuse the Allow service principals to
use read-only Power BI admin APIs (preview) option
with the Allow service principal to use Power BI APIs
option. You need to enable both options.

You have network or
remote API issues.

Web services providing the API interfaces that the Power BI
harvester uses may sometimes experience problems, or
there may be problems with network access to these
resources. If the Power BI harvester fails unexpectedly,
check the following network resources and make sure they
work properly:

l Power BI REST API endpoints
l XMLA endpoints
l Technical lineage API

Considering the nature of these remote resources, the cause
of the problem can often be out of your control. Please wait
until the issue is resolved or escalate the issue with the
respective authority.
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Problem Description

You cannot retrieve
information for individual
Power BI dashboards or
data sets.

To retrieve metadata of individual Power BI dashboards or
data sets, you require permissions to access them. However,
sometimes the Power BI dashboards and data sets are in a
problematic state or you cannot reach them due to Power BI-
related issues.

When you execute the Power BI harvester, a summary of all
encountered problems is printed. To reduce the number of
problems, you can use the group filters in the Power BI
configuration file to restrict the set of harvested Power
BI workspaces.

Depending on the type of issue, you may need to solve them
one by one.

The Power BI harvester
cannot retrieve certain
workspaces in the
workspaceFilter

property.

Make sure the syntax in the workspaceFilter property in
the configuration file is correct and you don't use the "IN"
operator.

Note Currently, the "IN" operator is not supported. As
a result, you cannot use "IN" to filter on specific Power
BI workspaces in the workspaceFilter property in
the Power BI configuration file. For more information,
see the Power BI limitations.

The Power BI harvester
failed to connect to the
Microsoft API.

Usually, this is a timeout issue. We highly recommend that
you increase the timeout duration. Use the following
command line option to set the timeout duration: --timeout
<seconds>. For example, if you want the Power BI harvester
to wait 15 minutes for the connection, you can use --
timeout 900.
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Problem Description

You get an error
message related to
Usage Metrics.

If you see errors related to Usage Metrics, you can ignore
them, because they do not cause Power BI ingestion to fail.

Usage Metrics are reports that are automatically created in
Power BI, but they do not represent any Power BI assets or
technical lineage information.

The technical lineage is
missing or incomplete.

If the technical lineage is missing, you must add your Power
BI workspaces to a dedicated capacity to allow the Power BI
harvester to extract data from XMLA endpoints.

Harvesting metadata via Power BI REST API does not
require the dedicated capacity. As a result, the Power BI
harvester can only reach limited Power BI metadata and
won't create a technical lineage.

If the technical lineage is incomplete, certain aspects of the
Power BI ingestion job may not be supported.

Note You can only ingest new Power BI workspaces.
This means that classic workspaces and My
Workspace in Power BI is not supported. Also read the
other limitations of the Power BI ingestion process to
understand why technical lineage is missing or
incomplete.

Some Power BI
metadata is missing in
Data Catalog.

Do the following:

l Use new Power BI workspaces if you want a full ingestion.
l Add your Power BI workspaces to a dedicated capacity to
allow the Power BI harvester to extract data from
XMLA endpoints.

l Grant the Power BI workspaces the Contributor role in the
Power BI security group.
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Problem Description

You have successfully
ingested Power BI
metadata, but calculated
tables and columns are
not shown in the
Technical lineage or in
the browse tab pane.

Calculated columns are virtually the same as a non-
calculated columns, with one exception: their values are
calculated using DAX formulas and values from other
columns. Collibra Data Lineage currently does not support
internal transformations via DAX language, and any data
objects derived via DAX are not shown in the technical
lineage or in the browse tab pane. Currently, only M
Query/Power Query expressions are supported.

Power BI ingestion tests
If you want to test the Power BI ingestion, we recommend that you use the
workspaceFilter property in the Power BI configuration file to limit the Power BI
ingestion to one or two Power BI workspaces.

For more information about the query options to filter Power BI workspaces, see the
Microsoft documentation.

Example If you want to limit the Power BI ingestion to one Power BI workspace
with the name PowerBIWorkspace1, you can set the workspaceFilter value to
"Name eq 'PowerBIWorkspace1'".

Power BI harvester messages
When something goes wrong during the Power BI metadata harvesting process, the
Power BI harvester logs show a message code that provides a link to more information.
The message code indicates which part of the harvesting process failed or was skipped,
and provides steps to resolve it.

Tip Make sure that you understand the Power BI metadata harvesting process and
the typical Power BI ingestion workflow.
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Message code Description

MSG-LIN-7000 This message is a reminder to follow all steps to ingest the Power BI
metadata in Data Catalog.

This message is always shown after the Power BI harvester
successfully uploads the Power BI metadata to the Collibra Data
Lineage server. Next, you have to create a lineage harvester
configuration file and successfully run the lineage harvester to create
Power BI assets and relations in Data Catalog.

MSG-LIN-7001 An unexpected problem occurred at the local machine. The error can
be caused by an invalid path name, not enough storage space or
other unexpected issues.

MSG-LIN-7002 There is a problem with the Power BI harvester configuration file or
the source ID configuration file.Make sure that all information in the
configuration file(s) and the path to the configuration file(s) is correct.

MSG-LIN-7003 The Power BI harvester could not retrieve tenant information, because
the Microsoft API did not return a response that the Power BI
harvester could process.
To solve this problem, we recommend that you check your network
settings and rerun the Power BI harvester. If the issue persists, please
contact Collibra support or your customer success manager.
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Message code Description

MSG-LIN-7004 The Power BI harvester could not communicate with the Collibra Data
Lineage server, likely because of one of the following scenarios:

l The remote API did not return a response that the Power BI har-
vester could process.

l The API call returned a 401 (Unauthorized) error because an
invalid userKey token was used.

To solve this problem, we recommend that you:

l Ensure that the Power BI harvester is connecting to the correct Col-
libra Data Lineage server.

l Check your network settings and rerun the Power BI harvester.

If the issue persists, please contact Collibra support or your customer
success manager.

MSG-LIN-7005 The Power BI harvester could not retrieve Power BI metadata,
because the Power BI service did not return a response that the
Power BI harvester could process.
To solve this problem, we recommend that you check your network
settings and rerun the Power BI harvester. If the issue persists, please
contact Collibra support or your customer success manager.

Note If the error message indicates that the issue is an internal
server error, the problem is caused by the Power BI REST API.
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Message code Description

MSG-LIN-7006 The Power BI harvester could not communicate with a remote server,
because the server did not return a response within an expected time
interval and, as a result, the Power BI harvester aborted the process.

To solve this problem, we recommend that you do the following:

l Check your network settings.
l Check the amount of metadata that is processed. If it is a large
amount, use the --timeout command line option to specify a
longer timeout for remote API calls.

If the problem persists or the remote server does not respond within a
reasonable time period, create a support ticket or contact your
customer success manager.

MSG-LIN-7007 This problem occurs when the Power BI service returns inconsistent
data. As a result, the Power BI harvester cannot successfully process
the data to create a consistent result data set.

The Power BI harvester uses multiple API calls to retrieve Power BI
metadata. If something in the Power BI service changed during the
harvesting process, the metadata can be inconsistent. We
recommend to run the Power BI harvester again. If the issue persists,
create a support ticket or contact your customer success manager.

MSG-LIN-7008 The Power BI harvester cannot access XMLA endpoints for some
Power BI dedicated capacities with harvested workspaces, because
the capacities are currently not running. As a result, the Collibra Data
Lineage server cannot create a technical lineage for these
workspaces.

To solve this problem, check if the Power BI workspace is part of a
running dedicated capacity and you meet the necessary prerequisites
to access and export it.
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Message code Description

MSG-LIN-7009 The Power BI authentication failed. This problem can be caused by an
error in the Power BI credentials.

To solve this problem, check your Power BI login credentials in the
Power BI harvester configuration file or reenter them via command
line.

MSG-LIN-7010 The connection between the Power BI harvester and the Collibra Data
Lineage server failed. This problem can be caused by an error in the
Collibra Data Intelligence Cloud credentials or Collibra Data
Intelligence Cloud host address.

To solve this problem, check your Collibra Data Intelligence Cloud
credentials in the Power BI harvester configuration file or reenter them
via command line.

MSG-LIN-7011 The Power BI harvester could not retrieve the tenant domain
information.

To solve this problem, check that you have the correct tenant domain
ID in the Power BI harvester configuration file.
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Message code Description

MSG-LIN-7012 The Power BI API failed. This can be caused by an error in the syntax
of the workspaceFilter field in the Power BI harvester configuration
file.

Important The workspace filter operations use OData
syntax and are processed by the Power BI service, not the
Power BI harvester.

Examples of supported workspace filter operations:

l name eq 'Workspace1' or name eq 'Workspace2' only har-
vests workspaces with the specified names.

l not endswith(name, 'Test') only harvests workspaces
whose names don't end in Test.

l tolower(capacityId) eq '01234567-89ab-cdef-0123-

456789abcdef' only harvests workspaces hosted on the spe-
cified dedicated capacity.

l reports/any(d:contains(d/name, 'Sales')) only harvests
workspaces with reports whose names contain Sales.

If you do not want to filter on specific workspaces, leave the
workspaceFilter field in the Power BI harvester configuration file
empty.

Tip For more information about the query options to filter
Power BI workspaces, see the Microsoft documentation. We
cannot guarantee that other group filter operations work
correctly. For example, the IN operator is currently not
supported.
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Message code Description

MSG-LIN-7013 You do not have the required permissions to harvest the Power BI
metadata. Check that the user is a Power BI Administrator and that
the Power BI application has all required permissions.

To solve this problem, check that you have correctly registered your
Power BI application in Microsoft Azure.

MSG-LIN-7014 You do not have the required permissions to harvest the Power BI
metadata. Enable the Allow service principals to use read-only
Power BI admin APIs (preview) option in the Power BI Admin
Console.

To solve this problem, check that you meet the prerequisites to use
the service principal.

MSG-LIN-7015 You do not have the required permissions to harvest the Power BI
metadata. Enable the Allow service principal to use Power BI APIs
option in the Power BI Admin Console.

To solve this problem, check that you meet the prerequisites to use
the service principal.

MSG-LIN-7016 The harvested Power BI workspaces are not assigned to a dedicated
capacity. As a result, Data Catalog cannot ingest details about tables
and columns and technical lineage are not available.

Note You do not have to assign less important to a dedicated
capacity, for example personal workspaces. However, if there
are no workspaces on a dedicated capacity, the harvested
Power BI metadata is very limited.
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Message code Description

MSG-LIN-7017 The Power BI harvester could not access XMLA endpoints for any
Power BI workspaces to retrieve detailed information about data sets.
As a result, technical lineage is be available.

To solve this issue, check that you meet the prerequisites to access
XMLA endpoints for all Power BI workspaces that you want to ingest
in Data Catalog.

MSG-LIN-7018 Batch processing failed at Collibra server.

The harvested batch was uploaded to a Collibra Data Lineage server,
but the server could not process the batch.

Review the error message that accompanies this error code. It might
identify a problem that you can resolve, for example if you used an
unsupported version of the harvester. If the error message does not
identify the problem or if you're unable to resolve it on your own,
create a support ticket or contact your customer success manager.
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Working with SSRS and PBRS
SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) are server-
based report generating applications created by Microsoft that helps you see and
understand your data.

PBRS is included in the licensing of the SQL Server Enterprise Edition or as a free
extension of Power BI premium. SSRS and PBRS are closely related and both use the
same API to communicate to the lineage harvester. As a result, Collibra created one
operating model that contains data from both SSRS and PBRS. Whether you use SSRS,
PBRS or both, you only need one integration in the lineage harvester configuration file.

Note While SSRS and PBRS use the same API, we can access less information
from PBRS reports than from SSRS data. As a result, we do not support stitching
and lineage information for PBRS reports.
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SSRS and PBRS terminology 513

SSRS and PBRS operating model 515

Automatic stitching 521

Technical lineage for SSRS and PBRS 522

Overview of SSRS and PBRS steps 524

The lineage harvester setup for SSRS and PBRS 529

SSRS and PBRS asset and domain types
The SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS)
integration in Collibra Data Intelligence Cloud uses a specific subset of asset types and
domain types.

The following table shows the asset types and domain types that are used for the SSRS
and PBRS integration. You can see the parent asset types in the breadcrumbs above each
asset type.
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Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
SSRS Folder

A collection of SQL Server Reporting Services
and Power BI Report Server Reports and Data
Sets.

BI Catalog

Business Asset 
Report  BI
Report 
SSRS KPI

A key performance indicator of SQL Server
Reporting Services.

BI Catalog

Business Asset 
Report  BI
Report 
SSRS Report

A detailed view of an SQL Server Reporting
Services Data Set, with visualizations of findings
and insights.

BI Catalog

Data Asset  Data
Element  Data
Attribute  BI Data
Attribute 
SSRS Column

A column in an SQL Server Reporting Services
Report Data Set.

BI Catalog

Data Asset  Data
Element  Report
Attribute  BI
Report Attribute 
SSRS Parameter

A column that is part of an SQL Server Reporting
Services Data Set and that is used in a KPI.

BI Catalog
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Asset type Description Domain
type

Data Asset  Data
Set BI Data Set

SSRS Data Model

A collection of data that is used to create an
SQL Server Reporting Services Report.

BI Catalog

Data Asset  Data
Element  Data
Attribute  BI Data
Attribute  Power
BI Table
SSRS Table

A table in an SQL Server Reporting Services
Report Data Set.

BI Catalog

Technology Asset 
Server  BI

Server 
SSRS Server

A visual analytics platform for creating and
storing SQL Server Reporting Services and
Power BI Report Server Reports and Data Sets.

BI Catalog

SSRS and PBRS terminology
The following table shows the SQL Server Reporting Services (SSRS) and Power
BI Report Server (PBRS) terminology and how it maps to the Collibra Data Intelligence
Cloud asset types.

Term Description Asset type in Col-
libra

Column A column in an
SQL Server Reporting
Services Report Data
Set.

SSRS Column
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Term Description Asset type in Col-
libra

Data Set A collection of data that
is used to create an
SQL Server Reporting
Services Report.

SSRS Data Model

Folder A collection of
SQL Server Reporting
Services and Power
BI Report Server
Reports and Data Sets.

SSRS Folder

KPI A key performance
indicator of SQL Server
Reporting Services.

SSRS KPI

Mobile report A detailed view of an
SQL Server Reporting
Services Data Set, with
visualizations of find-
ings and insights.

SSRS Report

Paginated report A detailed view of an
SQL Server Reporting
Services Data Set, with
visualizations of find-
ings and insights.

SSRS Report

Parameter A column that is part of
an SQL Server
Reporting Services
Data Set and that is
used in a KPI.

SSRS Parameter
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Term Description Asset type in Col-
libra

Power BI Report Server report A detailed view of a
Power BI Data Model,
with visualizations of
findings and insights.

Power BI Report

SQL Server Reporting Services or
Power BI Report Server server or
tenant

A visual analytics plat-
form for creating and
storing SQL Server
Reporting Services and
Power BI Report Server
Reports and Data Sets.

SSRS Server

Table A table in an
SQL Server Reporting
Services Report Data
Set.

SSRS Table

SSRS and PBRS operating model
The lineage harvester collects SQL Server Reporting Services (SSRS) metadata and
sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates
new SSRS assets and relations in Data Catalog. You can see them on the asset page
overview or visualize them in a diagram or in a technical lineage.
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Note
l The assets have the same names as their counterparts in SSRS and Power
BI Report Server (PBRS). Full names and Names cannot be changed in Data
Catalog.

l Assets ingested from SSRS and PBRS are called SSRS assets in Data
Catalog, except for PBRS reports which are called Power BI Report assets.

l Asset types are only created if you have all specific Data Catalog permissions.
l All SSRS and PBRS assets are created in the same domain.
l Relations that were manually created between SSRS assets or PBRS assets
and other assets via a relation type in the SSRS and PBRS operating model,
are deleted after synchronizing the metadata.

SSRS and PBRS metadata overview
The following image shows the relations between SSRS asset types and the Power
BI Report asset type.

Harvested metadata per asset type
This table shows the harvested SSRS and PBRS metadata for each SSRS asset type and
Power BI Report asset type, assuming you have the necessary subscriptions and
configurations for a full ingestion.
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Asset type Harvested SSRS metadata in Data Catalog

SSRS Column l Full name
l NameDisplay name
l Description
l Technical Data Type
l BI Data Model contains / is part of BI Data Attribute
l Data Element targets / sources Data Element
l Data Entity contains / is part of Data Attribute

SSRS Data Model l Full name
l NameDisplay name
l Description
l Certified
l URL
l Document creation date
l Document modification date
l Document size
l Visible on server
l Location
l BI Data Model contains / is part of BI Data Attribute
l Data Asset is source for / source BI report
l BI Folder contains / contained in Data Asset
l Data Entity is part of / contains Data Model
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Asset type Harvested SSRS metadata in Data Catalog

SSRS Folder l Full name
l NameDisplay name
l Description
l URL
l Document creation date
l Document modification date
l Visible on server
l Location
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report
l BI Folder contains / contained in Data Asset
l Server hosts / is hosted in Business Dimension

SSRS KPI l Full name
l NameDisplay name
l Description
l Certified
l URL
l Document creation date
l Document modification date
l Document size
l Visible on server
l Location
l Report Attribute contained in / contains Report
l Report related to / impacted by Business Asset
l Data Asset is source for / source BI Report
l Business Dimension groups / is grouped into Report

SSRS Parameter l Full name
l NameDisplay name
l Description
l Report Attribute contained in / contains Report
l Report Attribute sourced from / is source of Data Attribute
l Business Asset represents / represented by Data Asset
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Asset type Harvested SSRS metadata in Data Catalog

SSRS Report l Full name
l NameDisplay name
l Description
l Certified
l URL
l Document creation date
l Document modification date
l Document size
l Visible on server
l Location
l Report uses / is used in Report
l Data Asset is source for / source BI Report
l Report related to / impacted by Business Asset
l Business Dimension groups / is grouped into Report

Power BI Report l Full name
l Name
l Description
l Certified
l URL
l Document creation date
l Document modification date
l Document size
l Visible on server
l Location
l Business Dimension groups / is grouped into Report
l Report related to / impacted by Business Asset
l Report uses / is used in Report
l Data Asset is source for / source BI Report

SSRS Server l Full name
l NameDisplay name
l Description
l Server hosts / is hosted in Business Dimension
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Asset type Harvested SSRS metadata in Data Catalog

SSRS Table l Full name
l Display name
l Description
l Data Entity contains / is part of Data Attribute
l Data Entity is part of / contains Data Model

Example of ingested SSRS and PBRS metadata
The following image shows an example structure after SSRS and PBRS ingestion.
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Automatic stitching
SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) is business
intelligence software that can integrate with various data sources. When you ingest
metadata, Collibra Data Lineage tries to automatically stitch this metadata to data sources
registered in Data Catalog.

Stitching is a process that creates relations between database columns that are Column
assets in Collibra Data Intelligence Cloud and BI assets representing the same database,
specifically between:

l The assets that are created when you ingest SSRS and PBRS.
l The assets that are created when you register a data source.

When the full name of Column assets in Data Catalog matches the full name of SSRS
Column assets collected from SSRS, the Collibra Data Lineage server stitches them by
creating a relation of the type "Data Element targets / sources Data Element".

Note To clarify, the SSRS Column is the target of the Column, and the Column is
the source of the SSRS Column.

Stitching issues
To stitch assets in Data Catalog to data object collected by the lineage harvester, the
Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full
path of SSRS-PBRS assets. If the full paths match, the Collibra Data Lineage
automatically stitches them.

Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a
yellow background in the technical lineage graph. However, the stitching results of BI
sources currently have a gray background. This does not indicate that stitching failed. You
can see which assets are stitched in the Stitching tab page.

Tip You can use the Stitching tab page to easily find the full path of assets in Data
Catalog and data objects that were collected by the lineage harvester.
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Technical lineage for SSRS and PBRS
When you ingest SQL Server Reporting Services (SSRS) and Power BI Report Server
(PBRS) metadata in Data Catalog, you automatically create a technical lineage for SSRS
Column assets. Each SSRS Column asset page has a Technical lineage tab page that
shows the technical lineage of that asset Column asset.

We cannot access PBRS lineage information. As a result, you can only create a technical
lineage for SSRS Column assets.

Note If you ingest SSRS and PBRS for the first time, or if you change your
geolocation or cloud provider, you might have to restart the DGC service before you
can see your technical lineage.
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Technical lineage graph
The technical lineage graph shows relations of the type "Column is source for / is target of
Data Attribute" between BI assets and other data objects in the data flow, for example
Column assets or Power BI Column assets. These relations are created during the
ingestion process as a result of automatic stitching.

For more information about the technical lineage, see the Collibra Data Lineage section in
the documentation.

Example
The following technical lineage shows the relation of the type "Data Element sources
/ targets Data Element" between the Column assets FOOD_NAME, FOOD_TYPE and
FOOD_CODE and the SSRS Column assets food_name, food_type and food_code.

Sources tab page
The Sources tab page shows the transformation details that were analyzed and processed
on the Collibra Data Lineage server and the results of this analysis. The success rate of
the analysis indicates how complete the technical lineage is.
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Important The Collibra Data Lineage server can process most, but not all complex
metadata. This means that the success rate of an ingestion job can be very high, but
might not be 100%.

Overview of SSRS and PBRS steps
The SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS)
integration in Collibra Data Intelligence Cloud enables you to harvest SSRS and PBRS
metadata and create new SSRS and Power BI assets in Data Catalog. Collibra analyzes
and processes the BI metadata and presents it as assets of specific types, retaining their
original names.

Important In the global assignment of each asset type included in the SSRS-PBRS
operating model, ensure that none of the characteristics that are in the operating
model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for
any such characteristics, ingestion will fail.

Note While SSRS and PBRS use the same API, we can access less information
from PBRS reports than from SSRS data. As a result, we do not support stitching
and lineage information for PBRS reports.

Roles and permissions in SSRS or PBRS.
To ingest SSRS and PBRS metadata into Data Catalog, the lineage harvester connects to
the SSRS or PBRS web portal. You need a role with user access to the server from which
you want to ingest:

l You have a system-level role, which is at least a System user role.
l You have an item-level role, which is at least a Content Manager role.

Note You can ingest SSRS and PBRS with any report server subscription. We
highly recommend to install and use the latest version of SSRS and PBRS .
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Steps
The table below shows the steps and prerequisites required to integrate SSRS in Data
Catalog.

Step What? Description Prerequisites

1 Create a
new
domain.

Before you can ingest SSRS and PBRS
metadata, you have to create a new domain
or choose an existing domain to store the
new assets.

l You have a
resource role
with the fol-
lowing resource
permissions:
o Domain: Add
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Step What? Description Prerequisites

2 Download
and install
the lineage
harvester.

You use the lineage harvester to collect
metadata from SSRS and upload it to the
Collibra Data Lineage server where the
metadata is scanned, processed and
analyzed.

You can download the lineage harvester
from the Downloads section of the Collibra
Product Resource Center.

l You have Col-
libra Data Intel-
ligence Cloud
2021.09 or
newer.

l You have
access to the lin-
eage harvester.
We highly
recommend that
you always
install and use
the newest lin-
eage harvester.

l Your envir-
onment meets
the system
requirements to
install and use
the lineage har-
vester.

l You have added
firewall rules so
that the lineage
harvester can
connect to the
Collibra Data
Lineage servers
with the fol-
lowing IP
addresses:
l 15.222.200.1-
99 (techlin-
aws-ca)
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Step What? Description Prerequisites

l 18.198.89.10-
6 (techlin-
aws-eu)

l 54.242.194.1-
90 (techlin-
aws-us)

l 51.105.241.1-
32 (techlin-
azure-eu)

l 20.102.44.39
(techlin-
azure-us)

l 35.197.182.4-
1 (techlin-
gcp-au)

l 34.152.20.24-
0 (techlin-
gcp-ca)

l 35.205.146.1-
24 (techlin-
gcp-eu)

l 34.87.122.60
(techlin-gcp-
sg)

l 35.234.130.1-
50 (techlin-
gcp-uk)

l 34.73.33.120
(techlin-gcp-
us)
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Step What? Description Prerequisites

3 Prepare the
lineage har-
vester con-
figuration
file and run
the lineage
harvester.

You create a configuration file to provide the
connection information that you need to
connect your SSRS application to the
Collibra Data Lineage server and to the
Collibra Data Intelligence Cloud domain in
which you want to ingest the SSRS assets.

You can access an empty configuration file
in the lineage harvester installation folder.
When you have created and saved the
configuration file, you can run the lineage
harvester to upload the SSRS metadata to
Collibra.

{
"general": {
"catalog": {
"url": "https://<or-

ganization>.collibra.com",
"username": "<your-collibra-

username>"
},
"useCollibraSystemName": false

},
"sources": {
"collibraSystemName" : "",
"id": "<unique-id>",
"type": "<SSRS or PBRS>",
"url": "http://<IP address>/Re-

ports",
"username": "<user-name>",
"domainId": "<domain-resource-

id>",
"folderFilter":

["/Folder1/*", "Folder2"]
}

}

l You have a ded-
icated domain.

l You have a
global role with
the Catalog
global per-
mission, for
example Cata-
log Author.

l You have a
global role with
the Technical lin-
eage global per-
mission.

l You have a
global role with
the Data Ste-
wardship Man-
ager global
permission.

l You have a
resource role
with the fol-
lowing resource
permissions:
o Asset: Add
o Attribute: Add
o Attachment:
Add

l Your envir-
onment meets
the system
requirements to
run the lineage
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Step What? Description Prerequisites

harvester.

4 If required,
create a
<source ID>
configuratio
n file.

If the useCollibraSystemName in the
lineage harvester configuration file is set to
true, you have to provide additional
information about the used data sources in
SSRS.

l You have cre-
ated a lineage
harvester con-
figuration file.

5 View the
SSRS and
PBRS
ingestion
results.

After the SSRS and PBRS metadata is
ingested in Data Catalog, you can go to the
domain where you ingested the results and
see the list of ingested SSRS assets and
Power BI Report assets.

Warning When you run the lineage
harvester, Collibra Data Lineage
creates all assets in the same Data
Catalog BI domain. We highly
recommend that you do not move
these assets to another domain. If
you move assets to another domain,
they will be deleted and recreated in
the initial Data Catalog BI domain
when you synchronize the metadata.
As a consequence, all manually
added data of those assets is lost.

l Catalog Exper-
ience is enabled
in Collibra Con-
sole.

l You have a
global role with
the Catalog
global per-
mission, for
example Cata-
log Author.

The lineage harvester setup for SSRS and
PBRS
The lineage harvester is a software application that is needed to collect your SQL Server
Reporting Services (SSRS) and Power BI Report Server (PBRS) metadata and send it to
the Collibra Data Lineage server, where the metadata is processed and new assets and
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relations are created. Collibra Data Intelligence Cloud then import those assets and
relations into Data Catalog.

For more information about the lineage harvester, read the Collibra Data Lineage section.

Note We highly recommend that you always install and use the newest lineage
harvester. You can download the harvester via the Downloads section of the
Collibra Product Resource Center.

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements
You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Hardware requirements
You need to meet the hardware requirements to install and run the lineage harvester.

Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space
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Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements
You need the following minimum network requirements:

Prepare a domain for SSRS and PBRS ingestion
You can create a new domain for your SSRS and Power BI Report assets and use the
domain ID in the lineage harvester configuration file. As a result, Collibra uses this domain
to ingest all SSRS and Power BI assets during the integration process.

Prerequisites
You have a resource role with the Domain > Add resource permission.

Steps

1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.
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4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.

Name The name of the new domain.

5. Click Create.
6. Open your domain.
7. Copy the domain ID.

Tip If you go to your domain, you can find the domain ID in the URL. The URL
looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this
example, the domain ID is in bold.

8. Paste the domain ID in the lineage harvester configuration file.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
SSRS and Power BI assets in the same Catalog BI domain. We highly recommend
that you do not move these assets to another domain. If you move assets to another
domain, they will be deleted and recreated in the initial Catalog BI domain when you
synchronize SSRS or PBRS. As a consequence, all manually added data of those
assets is lost.

Prepare the lineage harvester configuration file
for SSRS and PBRS integration
You have to prepare a configuration file before you run the lineage harvester. The lineage
harvester collects your SQL Server Reporting Services (SSRS) and Power BI Report
Server (PBRS) metadata and sends it to Collibra Data Intelligence Cloud, where it is
processed and analyzed. Collibra then imports the SSRS and PBRS assets and relations
to Data Catalog.
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Tip We highly recommend to use the configuration file generator to make sure your
configuration file is valid.

Prerequisites
l You have access to the lineage harvester in the Downloads section of the Collibra
Product Resource Center.

l You have Collibra Data Intelligence Cloud 2021.09 or newer.
l You have downloaded the newest version of the lineage harvester and you have the
necessary system requirements to run it.

l You have prepared a SSRS and PBRS <source ID> configuration file, if necessary.
l In SSRS, you have a user that has the Content Manager role at the root folder level.
l In PBRS, you have a user that has the Content Manager role at the root folder level.
l You have a global role that has the Manage all resources global permission.

Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.
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2. Open the lineage-harvester.conf file and enter the values for each property.

Properties Description

general This section describes the connection information
between the lineage harvester and Data Catalog.

catalog This section contains information that is
necessary to connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of
your Collibra Data Intelligence Cloud
environment. Other URLs will not be
accepted.

username The username that you use to sign in to Collibra.

useCollibraSystemName Indicates whether or no you intend to use a SSRS
and PBRS <source ID> configuration file, to
specify the system or server name of a data
source. This is useful when you have multiple
databases with the same name.

By default, this property is set to false.

If you set this property to true, you must prepare
a SSRS and PBRS <source ID> configuration
file.
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Properties Description

useSharedDbModel Optional property to enable the sharing of
metadata batches from multiple SQL data
sources. Set this property to true, to help avoid
potential analysis errors on the Collibra Data
Lineage server.

To use this property, you need lineage harvester
2022.07 or newer.

If you set this property to true, you have to run
the lineage harvester twice. Read the following
details about the issue and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to
harvest metadata from two or more data sources,
the metadata from each source is processed
independently. This means that the metadata
from one data source cannot access the
metadata of another.

Let’s say, for example, you specify the following
two SQL data sources in your lineage harvester
configuration file:
o A database source that retrieves the database
model.

o An SqlDirectory source with Data Manipulation
Language (DML) statements that reference
data in the database source.

Because these data sources are processed
independently, there is a good chance that the
DML statements will fail during analysis. Any
wildcards in the DML statements, for example,
would fail because the SqlDirectory source can’t
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access the referenced database source.

The solution

The shared database model allows for computed
results from a “main” batch. Although multiple
data sources are still processed independently,
the metadata from each data source is merged
into a main batch. Then, before analyzing the
next batch, a check is done to see if a preceding
main batch exists. If one does, the analyzer
retrieves the database model and the DML
statements successfully pass analysis.

This means, however, that you have to run the
lineage harvester twice. On the first run, the
harvested metadata is merged in a main batch.
Then, when you run the lineage harvester again,
using the full-sync command, the subsequent
batches are able to successfully reference the
metadata in the main batch.

In a future version of Collibra, this property will be
enabled by default and you won't need to run the
lineage harvester twice.

sources This section contains all SSRS connection
properties.
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Properties Description

collibraSystemName The system or server that you use when you
ingest SQL Server Reporting Services.

If you only want to ingest one SQL Server
Reporting Services source, this property is
optional. If you want to ingest multiple
SQL Server Reporting Services sources, you
have to leave this property empty and create a
SQL Server Reporting Services <source ID>
configuration file.

Note If the useCollibraSystemName is
set to true, you have to include a separate
configuration file separate configuration file
that maps the data objects in SQL Server
Reporting Services to a system > database
> schema > table > column structure.
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id The unique ID to identify the SSRSmetadata that
was uploaded to the Collibra Data Lineage
server.

Tip This value can be anything as long as
it is a unique. The lineage harvester uses
the ID to identify a batch of data on the
Collibra Data Lineage server.

Warning In the sources section of your
lineage harvester configuration file, you
can only specify one id property per
SQL Server Reporting Service (SSRS)
or Power BI Report Server (PBRS). If you
have multiple id properties for a single
SSRS or PBRS, ingestion will fail. If you
have multiple id properties in the
configuration file, it means you intend to
ingest from multiple unique SSRS or
PBRS.

type The kind of data source. In this case, the value
has to be SSRS or PBIRS.

Note There is no difference between type
SSRS or PBIRS.

url The URL to the server's web portal. By default,
the URL is http://<computer-name>/reports. For
example, "http://1.23.45.678/PowerBIReports".
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Properties Description

username The username you use to sign in to the web
portal.

Tip If you use NTLM authentication, your
username also contains the NTLM domain
name. For example
MyDomain\\username.

domainId The unique ID of the domaindomain in Collibra
Data Intelligence Cloud in which you want to
ingest the SSRS assets.

Finding the domain ID
a. Open the domain.
b. Copy the domain ID.

Tip If you go to your domain, you can
find the domain ID in the URL. The URL
looks like:
https://<yourcollibrainstance>/domain/
22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-
0000-0000-000000040001. In this
example, the domain ID is in bold.
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folderFilter An option to exclude specific folders that contain
reports or KPIs from the ingestion process.

You can add multiple folders by listing folder
names, providing the full path to folders or by
using a wildcard:

o Use folder names when the folder name is
unique: ["folder 1", "folder 2"]

o Use the full path to the folder to only ingest a
specific folder: ["/database1/folder1", "/data-
base2/folder2"]

o Use a wildcard to ingest all child folders or a
specific folder: ["/folder1/*", "/folder2/*"]

You can also use a combination of these
methods. For example, ["folder 1",
"/database/folder2", /folder3/*"]

Important This property must be included
in your configuration file and it cannot be
empty. If you want to ingest all folders, use
*, for example: "folderFilter":["*"].

Tip For more information about
connecting to a SSRS or PBRS folder, see
the Microsoft documentation.

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the passwords to connect to Collibra and SSRS. Do one of
the following:

Chapter 2

540

https://docs.microsoft.com/en-us/sql/reporting-services/report-server/report-server-content-management-ssrs-native-mode?view=sql-server-ver15#bkmk_Folders


Chapter 2

o Enter the passwords in the console.
» The passwords are encrypted and stored in /config/pwd.conf.

o Provide the passwords via command line.
» The passwords are stored locally and not in your lineage harvester folder.

Example
{
"general": {

"catalog": {
"url": "https://<organization>.collibra.com",
"username": "<your-collibra-username>"

},
"useCollibraSystemName": false,
"useSharedDbModel": true

},
"sources": {

"collibraSystemName": "",
"id": "<unique-id>",
"type": "SSRS",
"url": "http://<IP address or computer name>/Reports",
"username": "<server-api-user-name>",
"domainId": "<domain-resource-id>",
"folderFilter": ["/Folder1/*", "Folder2"]

}
}

Note There is no difference between type SSRS or PBIRS.

What's next?
The lineage harvester triggers Collibra to import SSRS and PBRS assets and their
relations and create a technical lineage for SSRS assets.Collibra also stitches the new
SSRS assets to existing assets in Data Catalog.

Note We can only access stitching and lineage information for SSRS assets, but
not for Power BI reports in SSRS and PBRS.

If issues occur during the ingestion process, check the Collibra Data Lineage
troubleshooting section to solve your problems.
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To synchronize the SSRS and PBRS metadata, you can run the lineage harvester again or
schedule jobs to run them automatically.

Tip You can check the progress of the ingestion in Activities. The results field
indicates how many relations were imported into Data Catalog.

Prepare a SSRS and PBRS <source ID>
configuration file
The lineage harvester uses the lineage harvester configuration file to collect the
SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) data objects
and sends them to the Collibra Data Lineage server. However, if the
useCollibrasystemName in the lineage harvester configuration file is set to true, you
also have to provide a specific <source ID> configuration file that defines the system name
of databases in SSRS and Power BI Report Server. This is necessary to enable the
Collibra Data Lineage server to process multiple databases with the same name.

The <source ID> configuration file can also be used to provide additional information about
databases in SSRS and Power BI Report Server, which is necessary if the databases do
not contain all information to process the SQL source code correctly.

Prerequisites
The useCollibraSystemName in the lineage harvester configuration file is set to true.

Steps

1. Create a new JSON file in the lineage harvester config folder.
2. Give the JSON file the same name as the value of the Id property in the lineage har-

vester configuration file.

Example The value of the Id property in the lineage harvester configuration
file is ssrs-source-1. As a result, the name of your JSON file should be
ssrs-source-1.conf.
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Important Your JSON file must have the file extension .conf.

3. For each database in SQL Server Reporting Services and Power BI Report Server,
add the following content to the JSON file:

Property Description Required?

DataSources This section contains all
connections for which you want to
create a technical lineage.

The DataSources section refers
to shared data sources in SSRS
and PBRS. For more information
about shared data sources, see
the Microsoft documentation.

Yes

<data source type> The name of a connection object in
SSRS and PBRS.

Yes

dbname The name of the database of a sup-
ported data source in SSRS and
PBRS.

No

schema The name of the default schema of
a supported data source in SSRS
and PBRS.

No

dialect The dialect of the supported data
source in SSRS and PBRS.

No

collibraSystemName The system or server name of the
database.

Yes
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Property Description Required?

CustomDataSources You can use custom data
processing extensions that are
used to support embedded data
sources of which the data source
definition is specified locally in a
report or embedded data set.

The CustomDataSources section
refers to embedded data sources
in SSRS and PBRS. For more
information about embedded data
sources, see the Microsoft
documentation.

No

<path to report>/<custom
data source name>

The full path to the report and the
custom data source name.

You can use wildcards to match
multiple folders, reports or data
sets. The connection information is
this section is used to add missing
information or to overwrite parsed
information.

No

dbname The name of the database of a cus-
tom data source in SSRS and
PBRS..

No

schema The name of the schema of a
custom data source in power. If
you don't provide the schema
name, the default schema is used.

No
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Property Description Required?

dialect The dialect of the custom data
source in SSRS and PBRS..

No
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Property Description Required?

Tip
You can enter one of the
following values:

o azure, for an Azure SQL
Server data source.

o bigquery, for a Google
BigQuery data source.

o db2, for an IBM DB2 data
source.

o hana, for a SAP Hana
data source.

o hive, for a HiveQL data
source.

o greenplum, for a
Greenplum data source.

o mssql, for a Microsoft
SQL Server data source.

o mysql, for a MySQL data
source.

o netezza, for a Netezza
data source.

o oracle, for an Oracle data
source.

o postgres, for a
PostgreSQL data source.

o redshift, for an Amazon
Redshift data source.

o snowflake, for a
Snowflake data source.

o spark, for a Spark SQL
data source.

o sybase, for a Sybase
data source.

o teradata, for a Teradata
data source.
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Property Description Required?

.

{
"DataSources": {

"Redshift": {
"dbname": "redshift-database-name",
"schema": "redshift-schema-name",
"dialect": "redshift",
"collibraSystemName": "redshift-system-name"

},
"Oracle": {

"dbname": "oracle-database-name",
"schema": "oracle-schema-name",
"dialect": "oracle",
"collibraSystemName": "oracle-system-name"

}
},
"CustomDataSources":

"/path to report/custom data souce name": {
"dbname": "mssql-database-name",
"dialect": "mssql"

}
}

}

4. Save the <source ID> configuration file.

Schedule SSRS and PBRS ingestion jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to enable the
lineage harvester to run scheduled jobs. In a scheduled job, the lineage harvester uploads
the SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS)
metadata to Collibra.

Collibra automatically creates new assets and relations at specific times, dates or
intervals, using the information in the lineage harvester configuration file.

Example You created a lineage harvester configuration file with connection
information to your SSRS or PBRS environment. You schedule the lineage
harvester job to run each Sunday at 23:00. As a result, your SSRS and PBRS
metadata is automatically refreshed on a weekly basis.
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Warning When you run the lineage harvester, Collibra Data Lineage creates all
SSRS and Power BI assets in the same Catalog BI domain. We highly recommend
that you do not move these assets to another domain. If you move assets to another
domain, they will be deleted and recreated in the initial Catalog BI domain when you
synchronize SSRS or PBRS. As a consequence, all manually added data of those
assets is lost.

Warning Relations that were manually created between SSRS and Power
BI Report assets and other assets via a relation type in the operating model, are
deleted after a refresh of the metadata.
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Working with Looker
Looker is a business intelligence software that helps people see and understand their
data.

For more information about Looker, see the Looker documentation.

Note When you ingest Looker metadata, you automatically create a technical
lineage for Looker.
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Overview Looker integration steps 557

Authentication 563

Prepare a domain for Looker ingestion 563

The lineage harvester setup for Looker 565

Schedule Looker ingestion jobs 580

Looker business logic 581

Technical lineage for Looker 585

Troubleshooting 586

Looker terminology
Before you ingest Looker, read more about the Looker terminology and how it maps with
the Collibra Data Intelligence Cloud asset types.
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Note For more information, see the Looker documentation.

Looker term Description Asset type in Collibra

Dashboard A collection of Looker tiles with metrics
from one or more Looker Looks.

Looker Dashboard

Explore A collection of data that is used to define
Looker Dimensions and Measures.

Looker Data Set

Dimensions,
Measures

An atomic unit of data that is used in a
Looker Look or Looker Tile. It
represents a column in a Looker Data
Set.

Looker Data Set Column

Folder or
Space

A container that stores Looker Looks,
Dashboards and other folders.

Looker Folder

Look A detailed view of a Looker Data Set,
with visualizations of findings and
insights.

Looker Look

Dimensions,
Measures

An atomic unit of data that is used in a
Looker Look or Looker Tile. It
represents the actual use a Looker Data
Set Column.

Looker Report Attribute

Query A query that creates a simple report in a
Looker Tile or Looker Look.

Looker Query

Looker
instance

A platform to create Looker Dashboards
and rich visualizations.

Looker Tenant

Tile or
Dashboard
element

An element that represents data on the
Looker Dashboard.

Looker Tile
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Looker operating model
The Looker scanner collects Looker metadata and sends it to the Collibra Data Lineage
server. Collibra processes the metadata and creates new Looker assets and relations in
Data Catalog. You can see them on the asset page overview or visualize them in a
diagram or in a technical lineage.

Note
l The assets have the same names as their counterparts in Looker. Full names
and Display names cannot be changed in Data Catalog.

l Asset types are only created if you have all specific Looker and Data Catalog
permissions.

l All Looker asset types are created in the same domain.
l Relations that were manually created between Looker assets and other
assets via a relation type in the Looker operating model are deleted after a
refresh of the Looker metadata.

Looker metadata overview
The following image shows the relations between Looker asset types.

Harvested metadata per asset type
The following table shows the harvested Looker metadata for each Looker asset type.
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Asset type Harvested Looker metadata in Data Catalog

Looker Dashboard l Full name
l Display name
l Description
l URL
l Visit count
l Favorites count
l Document creation date
l Document last accessed date
l Business Dimension groups / is grouped into Report
l Report uses / is used in Report
l Report groups / is grouped into Report.
l Report related to / impacted by Business Asset

Looker Data Set l Full name
l Display name
l Description
l Technology Asset source system for / source system Data
Asset

l Data Set contains / is part of Data Element

Looker Data Set Column l Full name
l Display name
l Description
l Data Set contains / is part of Data Element
l Report Attribute sourced from / is source of Data Attribute

Looker Folder l Full name
l Display name
l Document creation date
l Server hosts / is hosted in Business Dimension
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report
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Asset type Harvested Looker metadata in Data Catalog

Looker Look l Full name
l Display name
l Description
l URL
l Visits count
l Favorites count
l Document creation date
l Document modification date
l Document last accessed date
l Business Dimension groups / is grouped into Report
l Report uses / is used in Report
l Report groups / is grouped into Report

Looker Report Attribute l Full name
l Display name
l Report Attribute contained in / contains Report
l Report Attribute sourced from / is source of Data Attribute

Looker Query l Full name
l Display name
l URL
l Business Dimension groups / is grouped into Report
l Report uses / is used in Report
l Report Attribute contained in / contains Report

Looker Tenant l Full name
l Display name
l Description
l Server hosts / is hosted in Business Dimension
l Technology Asset source system for / source system Data
Asset
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Asset type Harvested Looker metadata in Data Catalog

Looker Tile l Full name
l Display name
l Business Dimension groups / is grouped into Report
l Report uses / is used in Report

Note The metadata that is shown on the assets' pages depends on the asset type's
assignment. As a result, you might not see all harvested metadata on the asset's
page by default.

Example of ingested Looker metadata
The following image shows an example structure after Looker ingestion.
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Looker asset and domain types
The Looker integration in Collibra Data Intelligence Cloud uses a specific subset of asset
types and domain types. All of these come out of the box with your software.

The following table contains the asset and domain types that are used for the Looker
integration. Above each asset type you can see the parent asset types in the
breadcrumbs.
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Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
Looker Folder

A container that stores Looker Looks,
Dashboards and other folders.

BI Catalog

Business Asset 
Report  BI
Report 
Looker Dashboard

A collection of Looker tiles with metrics from one
or more Looker Looks.

BI Catalog

Business Asset 
Report  BI
Report 
Looker Look

A detailed view of a Looker Data Set, with
visualizations of findings and insights.

BI Catalog

Business Asset 
Report  BI
Report 
Looker Query

A query that creates a simple report in a Looker
Tile or Looker Look.

BI Catalog

Business Asset 
Report  BI
Report 
Looker Tile

An element that represents data on the Looker
Dashboard.

BI Catalog
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Asset type Description Domain
type

Data Asset  Data
Element  Data
Attribute  BI Data
Attribute 
Looker Data Set
Column

An atomic unit of data that is used in a Looker
Look or Looker Tile. It represents a column in a
Looker Data Set.

BI Catalog

Data Asset  Data
Element  Report
Attribute  BI
Report Attribute 
Looker Report Attrib-
ute

An atomic unit of data that is used in a Looker
Look or Looker Tile. It represents the actual use a
Looker Data Set Column.

BI Catalog

Data Asset  Data
Set BI Data Set

Looker Data Set

A collection of data that is used to define Looker
Dimensions and Measures.

BI Catalog

Technology Asset 
Server  BI

Server 
Looker Tenant

A platform to create Looker Dashboards and rich
visualizations.

BI Catalog

Overview Looker integration steps
The Looker integration enables you to harvest Looker metadata and create new Looker
assets in Data Catalog. Collibra analyzes and processes the Looker metadata and
presents it as specific asset types, retaining their original names.
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Tip To ingest Looker metadata in Data Catalog, you need to run the lineage
harvester. The Looker ingestion workflow explains the role of the lineage harvester
in the Looker ingestion process.

Steps
The table below shows the steps and prerequisites required to integrate Looker in Data
Catalog.

Important In the global assignment of each asset type included in the Looker
operating model, ensure that none of the characteristics that are in the operating
model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for
any such characteristics, ingestion will fail.

Step What? Description Prerequisites

1 Set up Looker
authentication.

Before you start the Looker
integration, you have to enable
Collibra to access your Looker
metadata.

l You have a Looker
subscription.

2 Create a new
domain.

Before you can ingest
Looker metadata, you have to
create a new domain or choose
an existing domain to store the
new Looker assets.

l You have a resource
role with the following
resource per-
missions:
o Domain: Add
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Step What? Description Prerequisites

3 Download and
install
the lineage har-
vester and pre-
pare a
configuration
file with Looker
connection prop-
erties.

You use the lineage harvester to
collect metadata from Looker and
upload it to Collibra, where the
metadata is scanned, processed
and analyzed.

When you download the lineage
harvester, you can access the
configuration file. You prepare a
configuration file with Looker
connection properties.

Note You need the
lineage harvester 1.3.0 or
newer to ingest Looker
metadata into Data
Catalog

l You have access to
the lineage harvester
1.3.0 or newer..

l Your environment
meets the system
requirements to
install and use the lin-
eage harvester.

l You have a global
role that has the Man-
age all resources
global permission.

l You have a global
role with the Catalog
global permission, for
example Catalog
Author.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a global
role with the Data Ste-
wardship Manager
global permission.

l You have a resource
role with the following
resource permission
on the community
level in which you
created the BI Data
Catalog domain:
o Asset: add
o Attribute: add
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Step What? Description Prerequisites

o Domain: add
o Attachment: add
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Step What? Description Prerequisites

4 Run the lineage
harvester

You run the lineage harvester to
start the ingestion process.

Collibra creates new Looker
assets in Data Catalog and
imports relations between these
assets. It also creates a technical
lineage for Looker Look assets.

You can create a lineage
harvester job to schedule
automatic Looker ingestion and
synchronization.

l You have Collibra
Data Intelligence
Cloud 2020.12 or
newer.

l Your environment
meets the system
requirements to run
the lineage harvester.

l You have added Fire-
wall rules so that the
lineage harvester can
connect to Collibra
Data Lineage servers
with the following
IP addresses:
o 15.222.200.199
(techlin-aws-ca)

o 18.198.89.106
(techlin-aws-eu)

o 54.242.194.190
(techlin-aws-us)

o 51.105.241.132
(techlin-azure-eu)

o 20.102.44.39 (tech-
lin-azure-us)

o 35.197.182.41
(techlin-gcp-au)

o 34.152.20.240
(techlin-gcp-ca)

o 35.205.146.124
(techlin-gcp-eu)

o 34.87.122.60 (tech-
lin-gcp-sg)

o 35.234.130.150
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(techlin-gcp-uk)
o 34.73.33.120 (tech-
lin-gcp-us)

4 View the Looker
assets and tech-
nical lineage

After the Looker metadata is
ingested in Data Catalog, you
can go to the domain where you
ingested Looker and see the list
of ingested Looker assets.

You can go to a Looker Look
asset page and click the
Technical lineage lineage tab to
view the technical lineage.

Warning When you run
the lineage harvester,
Collibra Data Lineage
creates all Looker assets
in the same Data Catalog
BI domain. We highly
recommend that you do
not move these assets to
another domain. If you
move assets to another
domain, they will be
deleted and recreated in
the initial Data Catalog
BI domain when you
synchronize Looker. As a
consequence, all manually
added data of those assets
is lost.

l You have a global
role with the Tech-
nical lineage global
permission.

l You have a global
role with the Catalog
global permission, for
example Catalog
Author.

562

co_global-permissions.htm
co_global-permissions.htm
https://productresources.collibra.com/docs/collibra/latest/#cshid=DOC0635
https://productresources.collibra.com/docs/collibra/latest/#cshid=DOC0635
https://productresources.collibra.com/docs/collibra/latest/#cshid=DOC0630


Authentication
The Looker integration process uses a Looker API. To access the Looker metadata, the
Looker API uses API3 credentials for authorization and access control.

Prerequisite
l You have the necessary permissions in Looker to see the Looker data.

Steps
1. Create a user with the Admin role.

Tip Only a user with a role that has the Admin permission set can create API3
credentials. Some Looker API calls also require a role that has the Admin
permission set.

2. Create the API3 credentials.
3. Use the API3 credentials in the configuration file.

Note API3 credentials are always linked to a Looker user account. As a result, calls
to the API only return data that the user is allowed to see.

Tip For more information, see the Looker documentation.

Prepare a domain for Looker ingestion
You can create a new domain for your Looker assets and use the domain ID in the lineage
harvester configuration file. As a result, Collibra uses this domain to ingest all Looker
assets during the Looker integration process.

Prerequisites
l You have a resource role with the Domain > Add resource permission.
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Steps
1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.

4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.

Name The name of the new domain.

5. Click Create.
6. Open your domain.
7. Copy the domain ID.

Tip If you go to your domain, you can find the domain ID in the URL. The URL
looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this
example, the domain ID is in bold.

8. Paste the domain ID in the lineage harvester configuration file.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
Looker assets in the same Data Catalog BI domain. We highly recommend that you
do not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Looker. As a consequence, all manually added data of those assets is
lost.
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The lineage harvester setup for Looker
The lineage harvester is a software application that is needed to collect your Looker
metadata and send it to the Collibra Data Lineage server, where the metadata is
processed and new Looker assets and relations are created. Collibra Data Intelligence
Cloud then import those assets and relations into Data Catalog.

For more information about the lineage harvester, read the Collibra Data Lineage section.

If you purchased Collibra Data Lineage, you have access to the lineage harvester on the
Collibra downloads page.

For more information about the lineage harvester, read the Collibra Data Lineage section.

Note You need the lineage harvester 1.3.0 or newer to ingest Looker metadata into
Data Catalog

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements
You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
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Hardware requirements
You need to meet the hardware requirements to install and run the lineage harvester.

Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements
You need the following minimum network requirements:

l Firewall rules so that the lineage harvester can connect to:
o Your Collibra Data Intelligence Cloud instance version 2020.12 or newer.

o All Collibra Data Lineage servers in your geographic location:
n 15.222.200.199 (techlin-aws-ca)
n 18.198.89.106 (techlin-aws-eu)
n 54.242.194.190 (techlin-aws-us)
n 51.105.241.132 (techlin-azure-eu)
n 20.102.44.39 (techlin-azure-us)
n 35.197.182.41 (techlin-gcp-au)
n 34.152.20.240 (techlin-gcp-ca)
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n 35.205.146.124 (techlin-gcp-eu)
n 34.87.122.60 (techlin-gcp-sg)
n 35.234.130.150 (techlin-gcp-uk)
n 34.73.33.120 (techlin-gcp-us)

Note The lineage harvester connects to different servers based on your
geographic location and cloud provider. If your location or cloud provider
changes, the lineage harvester rescans all your data sources. You have
to whitelist all Collibra Data Lineage servers in your geographic location.
In addition, we highly recommend that you always whitelist the techlin-
aws-us server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Note The lineage harvester uses port 443.

Install the lineage harvester for Looker
integration
Before you can use the lineage harvester, you need to download it and install it. You can
download the lineage harvester from the Collibra Community downloads page.

Prerequisites
l You have purchased the Looker metadata connector and lineage feature.
l You have Collibra Data Intelligence Cloud 2020.12 or newer.
l You meet the minimum system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o the Collibra Data Lineage server with the following IP addresses:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
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o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o Collibra Data Intelligence Cloud 2020.12 or newer.

Steps

1. Download the lineage harvester version 1.3.0 or newer.
2. Unzip the archive.

» You can now access the lineage harvester folder.

3. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.
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What's next?
You can now prepare the lineage harvester configuration file and run the lineage harvester
to ingest Looker metadata into Data Catalog.

Prepare the lineage harvester configuration file
for Looker
You have to prepare a configuration file before you run the lineage harvester. The lineage
harvester collects your Looker metadata and sends it to the Collibra Data Lineage server,
where it is processed and analyzed. Collibra Data Intelligence Cloud then imports the
Looker assets and relations to Data Catalog.

Prerequisites
l You have Collibra Data Intelligence Cloud 2020.12 or newer.
l You have the lineage harvester 1.3.0 or newer.
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have created a BI Data Catalog domain in which you want to ingest the Looker
assets.

l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.
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Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Open the lineage-harvester.conf file and enter the values for each property.

Properties Description

general This section describes the connection information
between the lineage harvester and Data Catalog.

catalog This section contains information that is
necessary to connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of
your Collibra DGC environment. Other
URLs will not be accepted.

username The username that you use to sign in to Collibra.
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Properties Description

useCollibraSystemName Indication whether you want to use the system or
server name of a data source to match to the
System asset you created when you prepared the
physical data layer. This is useful when you have
multiple databases with the same name.

By default, the useCollibraSystemName property
is set to False. If you want to use it, set it to
True.

o If you keep the property set to false, the lin-
eage harvester ignores the col-
libraSystemName property in the rest of the
configuration file.

o If you set the useCollibraSystemName prop-
erty to true, the lineage harvester reads the
value in the collibraSystemName property in
all sections of the configuration file and in the
Looker <source ID> configuration file.

Warning Unless you have multiple
databases with the same name, we highly
recommend that you keep the default
value.
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Properties Description

useSharedDbModel Optional property to enable the sharing of
metadata batches from multiple SQL data
sources. Set this property to true, to help avoid
potential analysis errors on the Collibra Data
Lineage server.

To use this property, you need lineage harvester
2022.07 or newer.

If you set this property to true, you have to run
the lineage harvester twice. Read the following
details about the issue and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to
harvest metadata from two or more data sources,
the metadata from each source is processed
independently. This means that the metadata
from one data source cannot access the
metadata of another.

Let’s say, for example, you specify the following
two SQL data sources in your lineage harvester
configuration file:
o A database source that retrieves the database
model.

o An SqlDirectory source with Data Manipulation
Language (DML) statements that reference
data in the database source.

Because these data sources are processed
independently, there is a good chance that the
DML statements will fail during analysis. Any
wildcards in the DML statements, for example,
would fail because the SqlDirectory source can’t
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access the referenced database source.

The solution

The shared database model allows for computed
results from a “main” batch. Although multiple
data sources are still processed independently,
the metadata from each data source is merged
into a main batch. Then, before analyzing the
next batch, a check is done to see if a preceding
main batch exists. If one does, the analyzer
retrieves the database model and the DML
statements successfully pass analysis.

This means, however, that you have to run the
lineage harvester twice. On the first run, the
harvested metadata is merged in a main batch.
Then, when you run the lineage harvester again,
using the full-sync command, the subsequent
batches are able to successfully reference the
metadata in the main batch.

In a future version of Collibra, this property will be
enabled by default and you won't need to run the
lineage harvester twice.

sources This section contains all Looker connection
properties.

collibraSystemName This property is deprecated for Looker
integration. The lineage harvester does not take
into account any value that you enter here.
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Properties Description

id The unique ID of your Looker metadata. For
example, my_looker.

Tip This value can be anything as long as
it is unique and human readable. The ID
identifies the batch of Looker metadata on
the Collibra Data Lineage server.

Warning In the sources section of your
lineage harvester configuration file, you
can only specify one id property per
Looker instance. If you have multiple id
properties for a single Looker instance,
ingestion will fail. If you have multiple id
properties in the configuration file, it means
you intend to ingest from multiple unique
Looker instances.

type The kind of data source. In this case, the value
has to be Looker.
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lookerUrl The URL to your Looker API.

Tip There are two ways to find the Looker
API URL:
o In the API Host URL field in the Looker
Admin menu. If this field is empty, you
can use the default Looker API URL
which you can find in the interactive
API documentation.

o In the interactive API documentation
URL. It is the part of the URL before
/api-docs/.

Note Looker 3.1 APIs are deprecated;
however, the API3 credentials for
authorization and access control remain
valid.

clientId The username you use to access the Looker API.

domainId The unique ID of the domain in Collibra Data
Intelligence Cloud in which you want to ingest the
Looker assets.

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the password or client secret to connect to your Collibra Data
Intelligence Cloud and Looker environment.
» The passwords are encrypted and stored in /config/pwd.conf.
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Example
{
"general": {
"catalog": {
"url": "https://<organization>.collibra.com",
"userName": "<your-collibra-username>"

},
"useCollibraSystemName": false,
"useSharedDbModel": true

},
"sources": [{
"collibraSystemName" : "",
"id": "<looker-id>",
"type": "Looker",
"lookerUrl": "<https://<instance-name>.api.looker.com",
"clientId": "<looker-api-user-name>",
"clientSecret": "<looker-api-userkey",
"domainId": "<domain-resource-id>"

}]
}

What's next?
The lineage harvester triggers Collibra to import Looker assets and their relations and
create a technical lineage for Looker Look assets.

Currently, Looker assets are not yet stitched to other assets in Data Catalog.

If issues occur during the Looker ingestion process, check the Looker troubleshooting
section to solve your problems.

To refresh the Looker metadata, you can run the lineage harvester again or schedule jobs
to run them automatically.

Tip You can check the progress of the Looker ingestion in Activities. The results
field indicates how many relations were imported into Data Catalog.

Prepare Looker <source ID> configuration file
The lineage harvester uses the lineage harvester configuration file to collect the Looker
data objects and sends them to the Collibra Data Lineage server. However, if the
useCollibraSystemName in the lineage harvester configuration file is set to true, you
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also have to provide a specific <source ID> configuration file that defines the system name
of databases in Looker.

Collibra Data Lineage uses the system names to match the structure of databases in
Looker to assets in Data Catalog.

Tip The name <source ID> configuration file refers to the value of the Id property in
the lineage harvester configuration file.

Prerequisites
l The useCollibraSystemName in the lineage harvester configuration file is set to
true.

Steps

1. Create a new JSON file in the lineage harvester config folder.
2. Give the JSON file the same name as the value of the Id property in the lineage har-

vester configuration file.

Example The value of the Id property in the lineage harvester configuration
file is looker-source-1. As a result, the name of your JSON file should be
looker-source-1.conf.
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3. For each database in Looker, add the following content to the JSON file:

Property Description Mandatory?

Connections This section contains all Looker
connections for which you want
to create a technical lineage.

Yes

<connection name> The name of a connection object
in Looker.

Yes

dialect The dialect of the supported data
source in Looker.

No

schema The name of the default schema
of a supported data source in
Looker.

If the lineage harvester fails to
find a specific schema, it uses the
default schema.

No

dbname The name of the database of a
supported data source in Looker.

No

collibraSystemName The system or server name of a
database.

Yes

4. Save the <source ID> configuration file.

Example of the <source ID>.conf file
{

"Connections": {
"connection-object1": {

"dialect": "mssql",
"schema": "mssql-schema-name",
"dbname": "mssql-database-name",
"collibraSystemName": "mssql-system-name"

},
"connection-object2": {
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"dialect": "oracle",
"schema": "oracle-schema-name",
"dbname": "oracle-database-name",
"collibraSystemName": "oracle-system-name"

}
}

}

Looker ingestion workflow
You run the lineage harvester to start the Looker ingestion workflow. When you initiate
Looker ingestion, each workflow component performs the following actions:

1. The lineage harvester:
o Communicates with Looker.
o Harvests the Looker metadata that will be ingested into Data Catalog.
o Sends the Looker metadata to Collibra.

2. Collibra Data Intelligence Cloud:
o Analyzes the Looker metadata.
o Creates new assets and relations.
o Imports new Looker assets and their relations in Data Catalog.

3. Data Catalog, via the Collibra Data Lineage server:
o Shows new Looker assets.
o Shows a technical lineage tab on Looker Look asset pages.
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Collibra Data Lineage servers
A Collibra Data Lineage server processes and analyzes the harvested metadata and
uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.

Based on your geographical location and cloud provider, the lineage harvester sends
metadata to one of the following Collibra Data Lineage servers:

l 15.222.200.199 (techlin-aws-ca)
l 18.198.89.106 (techlin-aws-eu)
l 54.242.194.190 (techlin-aws-us)
l 51.105.241.132 (techlin-azure-eu)
l 20.102.44.39 (techlin-azure-us)
l 35.197.182.41 (techlin-gcp-au)
l 34.152.20.240 (techlin-gcp-ca)
l 35.205.146.124 (techlin-gcp-eu)
l 34.87.122.60 (techlin-gcp-sg)
l 35.234.130.150 (techlin-gcp-uk)
l 34.73.33.120 (techlin-gcp-us)

Important You have to whitelist all Collibra Data Lineage servers in your
geographic location. For example, if your data is located in Europe, you have to
whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-
gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-
us Collibra Data Lineage server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Schedule Looker ingestion jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to make the
lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads
the Looker data source information to Collibra.

Collibra automatically creates new assets and relations of the type "Data Element targets /
sources Data Element" at specific times, dates or intervals, using the information in your
configuration file.
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Warning When you run the lineage harvester, Collibra Data Lineage creates all
Looker assets in the same Data Catalog BI domain. We highly recommend that you
do not move these assets to another domain. If you move assets to another domain,
they will be deleted and recreated in the initial Data Catalog BI domain when you
synchronize Looker. As a consequence, all manually added data of those assets is
lost.

Warning Relations that were manually created between Looker assets and other
assets via a relation type in the Looker operating model, are deleted after a refresh
of the Looker metadata.

Example You created a configuration file with connection information to your
Looker environment. You schedule the lineage harvester job to run each Sunday at
23:00. As a result, your Looker metadata is automatically refreshed on a weekly
basis.

Looker business logic
Looker business users usually work with Looker dashboards and Looker looks to make
business decisions. Collibra's Looker connector and lineage feature, offers business users
several advantages:

l Easily find certified Looker content.
l Shop for Looker Looks.
l Find where content is stored in Looker.
l Get information about a Looker Look and other Looker report details in a single loc-
ation.

Note Due to limitations of the Looker REST API, Data Catalog cannot stitch Looker
assets and corresponding assets in Data Catalog. The Looker REST API does not
provide transformations in Looker that are needed for stitching.
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Looker asset pages
Depending on the Looker asset type, the asset page shows different information ingested
from Looker. You can find a specific Looker asset page using Data Catalog search or via
the Data Catalog BI domain in which you ingested the Looker metadata.

Details
An asset page contains attributes and relations to other assets. This information is
synchronized from Looker. However, you can add additional characteristics, tags or
comments.

If you want to use a Looker Look, you can add it to the Data Basket and check it out.

582

co_catalog-search.htm
co_shopping-for-data.htm


Example The following Looker Look asset shows in which Looker Folder it is
stored, in which Looker Dashboard it is shown, which Looker Tiles it uses and which
Looker Queries it groups. This asset has a number of attributes that give more
information about the Looker Look.

Business diagrams
The business diagram is a feature to show and interact with many assets and relations in
an easy-to-read diagram. The business diagram helps you to quickly see to which other
assets a specific asset is related. As such, the diagram can show a high-level presentation
of a Looker Look. This enables you to see how the Looker Look relates to other Looker
assets.

Chapter 3

583

to_diagrams.htm


Chapter 3

Example The following business diagram shows the Average_age Looker Look,
which is stored in the UserAverage Looker Folder, but is also grouped into the
Shared Looker Folder.

Report views
The Looker connector and lineage feature enables you to find all ingested Looker Look,
Looker Dashboard, Looker Tile and Looker Query asset types in a single location.

In the Reports tab page in Data Catalog you can see an overview of all Report assets and
their children. Optionally, you can create a view with a filter to only show Looker assets.
This is useful if you quickly want to see all reports or if you want find specific reports for
example certified reports or reports that are visited the most.
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Technical lineage for Looker
When you ingest Looker metadata, you automatically create a technical lineage for Looker
Look assets. If you have the right permissions to view the technical lineage, you can go to
a Looker Look asset page and click the Technical lineage tab, which allows you to access
the technical lineage.
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Note Due to the limitations of the Looker REST API, we cannot stitch Looker assets
and corresponding assets in Data Catalog. The Looker REST API does not provide
transformations in Looker that are needed for stitching. As a result, the technical
lineage only shows Looker metadata as it exists on the Collibra Data Lineage server
and not as assets in Data Catalog.

Example
The following technical lineage graph shows the technical lineage of Looker objects.

Troubleshooting
If the connection between the lineage harvester and your Looker instance fails, you must
try to sign in to Looker as an Admin user on the same machine that runs the lineage
harvester. Open the interactive API documentation. If you are not able to open the
API page, try one of the following:

l Check that you have network access to the API URL.
l Check that you have the correct credentials to sign in to the interactive
API documentation. If necessary, create new API3 keys and try again. If you are now
able to access the interactive API documentation, use the new Client ID and Client
Secret in the configuration file.
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l Sign in to the interactive API documentation with your API3 credentials and test the
API calls. If your test is successful, compare API URL in the Request URL section to
the lookerUrl value in the configuration file.

Tip There are two ways to find the Looker API URL:

l In the API Host URL field in the Looker Admin menu. If this field is empty, you
can use the default Looker API URL which you can find in the interactive
API documentation.

l In the interactive API documentation URL. It is the part of the URL before
/api-docs/.
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Working with MicroStrategy
MicroStrategy Intelligence Server is business intelligence software that connects to data
sources to create and store layers of objects in the MicroStrategy metadata.

For more information on MicroStrategy, see the MicroStrategy documentation.

Note
l You can access any local or remote PostgreSQL database. The
MicroStrategy Intelligence Server has an embedded PostgreSQL repository,
as its default repository. For complete information on the default, embedded
repository, see the MicroStrategy repository documentation.

l Collibra Data Lineage automatically creates a technical lineage for
MicroStrategy, but stitching is not available and the technical lineage does not
show the relations to columns.

MicroStrategy terminology 588

MicroStrategy asset and domain types 589

MicroStrategy operating model 591

MicroStrategy integration steps 594

The lineage harvester setup for MicroStrategy 600

MicroStrategy terminology
The following table shows the MicroStrategy terminology and how it maps to the Collibra
Data Intelligence Cloud asset types.

MicroStrategy
term

Description Asset type in
Collibra

Attribute A detailed view of a MicroStrategy visualization,
with findings and insights.

MicroStrategy
Report Attribute
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MicroStrategy
term

Description Asset type in
Collibra

Column A column in a MicroStrategy data model. MicroStrategy
Column

Dataset A collection of data that is used to create
MicroStrategy reports.

MicroStrategy
Data Model

Dossier A collection of MicroStrategy chapters and pages. MicroStrategy
Dossier

Folder A collection of MicroStrategy reports and data
models.

MicroStrategy
Folder

Project A collection of MicroStrategy visualizations, report
attributes and tables.

MicroStrategy
Project

Report A detailed view of a MicroStrategy data model,
with visualizations of findings and insights.

MicroStrategy
Report

Server A visual analytics platform for creating and storing
MicroStrategy reports and data models.

MicroStrategy
Server

MicroStrategy asset and domain types
The MicroStrategy integration in Collibra Data Intelligence Cloud uses a specific subset of
asset types and domain types.

The following table shows the asset and domain types that are used for the MicroStrategy
integration. Above each asset type you can see the parent asset types in the
breadcrumbs.
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Asset type Description Domain
type

Business Asset 
Business
Dimension 
BI Folder
MicroStrategy Folder

A collection of MicroStrategy reports and data
models.

BI Catalog

Business Asset 
Business
Dimension 
BI Folder
MicroStrategy Project

A collection of MicroStrategy visualizations,
report attributes and tables.

BI Catalog

Business Asset 
Report  BI
Report 
MicroStrategy Dossier

A collection of MicroStrategy chapters and pages. BI Catalog

Business Asset 
Report  BI
Report 
MicroStrategy Report

A detailed view of a MicroStrategy data model,
with visualizations of findings and insights.

BI Catalog

Data Asset  Data
Element  Data
Attribute  BI
Data Attribute 
MicroStrategy Column

A column in a MicroStrategy data model. BI Catalog
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Asset type Description Domain
type

Data Asset  Data
Element  Report
Attribute  BI
Report Attribute 
MicroStrategy Report
Attribute

A detailed view of a MicroStrategy visualization,
with findings and insights.

BI Catalog

Data Asset  Data
Structure  Data
Model  BI Data
Model 
MicroStrategy Data
Model

A collection of data that is used to create
MicroStrategy reports.

BI Catalog

Technology Asset 
Server  BI

Server 
MicroStrategy Server

A visual analytics platform for creating and storing
MicroStrategy reports and data models.

BI Catalog

MicroStrategy operating model
The harvester collects MicroStrategy metadata and sends it to the Collibra Data Lineage
server. Collibra processes the metadata and creates new MicroStrategy assets and
relations in Data Catalog. You can see them on the asset page overview or visualize them
in a diagram or in a technical lineage.

Chapter 3

591

to_diagrams.htm


Chapter 3

Note
l The assets have the same names as their counterparts in MicroStrategy. You
cannot edit Full names and Names in Data Catalog.

l Asset types are only created if you have all specific MicroStrategy and Data
Catalog permissions.

l All MicroStrategy assets are created in the same domain.
l Relations that were manually created between MicroStrategy assets and
other assets via a relation type in the MicroStrategy operating model, are
deleted after synchronizing the MicroStrategy metadata.

MicroStrategy metadata overview
The following image shows the relations between MicroStrategy asset types.

Harvested metadata per asset type
This table shows the harvested MicroStrategy metadata for assets of each MicroStrategy
asset type, assuming you have the necessary subscriptions and configurations for a full
ingestion.

Asset type Harvested MicroStrategy metadata in Data Catalog

MicroStrategy Column l Description
l BI Data Model contains / is part of BI Data Attribute
l Report Attribute sourced from / is source of Data Attribute
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Asset type Harvested MicroStrategy metadata in Data Catalog

MicroStrategy Data
Model

l Description
l Certified (not available yet)
l BI Data Model contains / is part of BI Data Attribute

MicroStrategy Dossier l Description
l Certified (not available yet)
l Report groups / is grouped into Report
l Report Attribute contained in / contains Report
l Business Dimension groups / is grouped into Report

MicroStrategy Folder l Description
l BI Folder assembles / is assembled in BI Folder
l Business Dimension groups / is grouped into Report
l BI Folder contains / contained in Data Asset

MicroStrategy Project l Description
l Document creation date
l Document modification date
l BI Folder assembles / is assembled in BI Folder
l Server hosts / is hosted in Business Dimension

MicroStrategy Report l Description
l Certified (not available yet)
l Report groups / is grouped into Report
l Report Attribute contained in / contains Report
l Business Dimension groups / is grouped into Report

MicroStrategy Report
Attribute

l Description
l Role in Report (not available yet)
l Report Attribute contained in / contains Report
l Report Attribute sourced from / is source of Data Attribute

MicroStrategy Server l Description
l Server hosts / is hosted in Business Dimension
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MicroStrategy integration steps
The MicroStrategy integration in Collibra Data Intelligence Cloud enables you to harvest
MicroStrategy Intelligence Server metadata and create new MicroStrategy assets in Data
Catalog. Collibra analyzes and processes the BI metadata and presents it as assets of
specific types, retaining their original names.

Important If you have a MicroStrategy on-premises environment, you can install
the lineage harvester on a server that has access to the MicroStrategy server or on
the MicroStrategy server itself. If you use MicroStrategy cloud, you have to install
the lineage harvester where it can access the local or remote PostgreSQL
repository. If you need to connect to the local PostgreSQL repository, you have to
install the lineage harvester on the MicroStrategy server.

Roles, privileges and permissions in
MicroStrategy
To ingest MicroStrategy metadata in Data Catalog, the lineage harvester connects to the
MicroStrategy Intelligence Server or a remote PostgreSQL database, depending on where
you install the lineage harvester. You must have a role with user access to the relevant
server and be able to access the metadata that is stored there.

Steps
The table below shows the steps and prerequisites required to ingest MicroStrategy assets
in Data Catalog.

Important In the global assignment of each asset type included in the
MicroStrategy operating model, ensure that none of the characteristics that are in
the operating model have a maximum cardinality of “0”. If the maximum cardinality
is set to “0” for any such characteristics, ingestion will fail.
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Step What? Description Prerequisites

1 Create a
new domain.

Before you can ingest MicroStrategy
metadata, you have to create a new
domain or choose an existing domain to
store the new MicroStrategy assets.

l You have a
resource role
with the fol-
lowing resource
permissions:
o Domain: Add
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Step What? Description Prerequisites

2 Download
and install
the lineage
harvester.

You use the lineage harvester to collect
metadata from MicroStrategy and upload it
to the Collibra Data Lineage server where
the metadata is scanned, processed and
analyzed.

You can download the lineage harvester
from the Downloads section of the Collibra
Product Resource Center.

Where you choose to install the lineage
harvester depends on the database that the
lineage harvester will access to harvest the
metadata. You can install it either:

l On the MicroStrategy server, to access
the local PostgreSQL database.

l Close to your data source, to access a
remote PostgreSQL database.

l You have
access to the lin-
eage harvester.
We highly
recommend that
you always
install and use
the newest lin-
eage harvester.

l Your envir-
onment meets
the system
requirements to
install and use
the lineage har-
vester.

l You have added
firewall rules so
that the lineage
harvester can
connect to the
Collibra Data
Lineage servers
with the fol-
lowing IP
addresses:
l 15.222.200.1-
99 (techlin-
aws-ca)

l 18.198.89.10-
6 (techlin-
aws-eu)

l 54.242.194.1-
90 (techlin-
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Step What? Description Prerequisites

aws-us)
l 51.105.241.1-
32 (techlin-
azure-eu)

l 20.102.44.39
(techlin-
azure-us)

l 35.197.182.4-
1 (techlin-
gcp-au)

l 34.152.20.24-
0 (techlin-
gcp-ca)

l 35.205.146.1-
24 (techlin-
gcp-eu)

l 34.87.122.60
(techlin-gcp-
sg)

l 35.234.130.1-
50 (techlin-
gcp-uk)

l 34.73.33.120
(techlin-gcp-
us)
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Step What? Description Prerequisites

3 Prepare the
lineage har-
vester con-
figuration file
and run the
lineage har-
vester.

You create a configuration file to provide
the connection information that you need to
connect your MicroStrategy server and
remote data source to the Collibra Data
Lineage server and to the Collibra Data
Intelligence Cloud domain in which you
want to ingest the MicroStrategy assets.

You can access an empty configuration file
in the lineage harvester installation folder.
When you have created and saved the
configuration file, you can run the lineage
harvester to upload the MicroStrategy
metadata to Collibra.

{
"general": {

"catalog": {
"url": "https://<or-

ganization>.collibra.com",
"userName": "<your-

collibra-username>"
},
"useSharedDbModel": true,
"useCollibraSystemName":

false
},
"sources": {

"type": "Microstrategy",
"id": "microstrategy-batch",
"collibraSystemName": "sys-

tem-name",
"domainId": "<domain-

resource-id>",
"username": "mstr",
"hostname": "remote.-

postgres.com",
"port": 5432,
"databaseName": "poc_

metadata"
}

}

l You have Col-
libra Data Intel-
ligence Cloud
2021.07 or
newer.

l You have a ded-
icated domain to
ingest the
MicroStrategy
assets.

l You have a
global role with
the Catalog
global per-
mission, for
example Cata-
log Author.

l You have a
global role with
the Technical lin-
eage global per-
mission.

l You have a
global role with
the Data Ste-
wardship Man-
ager global
permission.

l You have a
resource role
with the fol-
lowing resource
permissions:
o Asset: Add
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Step What? Description Prerequisites

o Attribute: Add
o Attachment:
Add

l Your envir-
onment meets
the system
requirements to
run the lineage
harvester.

4 View the
MicroStrateg
y ingestion
results.

After the MicroStrategy metadata is
ingested in Data Catalog, you can go to the
domain where you ingested MicroStrategy
and see the list of ingested
MicroStrategy assets.

Warning When you run the lineage
harvester, Collibra Data Lineage
creates all MicroStrategy assets in
the same Data Catalog BI domain.
We highly recommend that you do
not move these assets to another
domain. If you move assets to
another domain, they will be deleted
and recreated in the initial Data
Catalog BI domain when you
synchronize MicroStrategy. As a
consequence, all manually added
data of those assets is lost.

l You have Col-
libra Data Intel-
ligence Cloud
2021.07 or
newer.

l Catalog Exper-
ience is enabled
in Collibra Con-
sole.

l You have a
global role with
the Catalog
global per-
mission, for
example Cata-
log Author.
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The lineage harvester setup for
MicroStrategy
The lineage harvester is a software application that is needed to collect your MicroStrategy
metadata and send it to the Collibra Data Lineage server, where the metadata is
processed and new MicroStrategy assets and relations are created. Collibra Data
Intelligence Cloud then import those assets and relations into Data Catalog.

Note We highly recommend that you always install and use the newest lineage
harvester. You can download the harvester via the Downloads section of the
Collibra Product Resource Center.

Lineage harvester system requirements
You need to meet the system requirements to be able to install and run the lineage
harvester.

Software requirements
You need the following software requirements to install and run the lineage harvester.

Minimum software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Recommended software requirements

Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.

Hardware requirements
You need to meet the hardware requirements to install and run the lineage harvester.
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Minimum hardware requirements

You need the following minimum hardware requirements:

2 GB RAM1 GB free disk space

Recommended hardware requirements

The minimum requirements are most likely insufficient for production environments. We
recommend the following hardware requirements:

l 4 GB RAM

Tip 4 GB RAM is sufficient in most cases, but more memory could be needed
for larger harvesting tasks. For instructions on how to increase the maximum
heap size, see Technical lineage general troubleshooting.

l 20 GB free disk space

Network requirements
You need the following minimum network requirements:

Collibra Data Lineage servers
Collibra Data Lineage servers process and analyze the harvested metadata from
supported (meta)data sources and upload it to Data Catalog. Collibra Data Lineage
servers never process or store actual data, only metadata.

When you run the lineage harvester, it firsts connects to any available Collibra Data
Lineage server to determine your cloud provider and geographic location of your Collibra
Data Intelligence Cloud environment. Then, the lineage harvester sends the harvested
metadata to the Collibra Data Lineage sever with the same cloud provider and geographic
location.

Currently, your metadata can be processed on one of the following Collibra Data Lineage
servers:
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Server IP address DNS name

techlin-aws-ca 15.222.200.199 techlin-aws-ca.collibra.com

techlin-aws-eu 18.198.89.106 techlin-aws-eu.collibra.com

techlin-aws-us 54.242.194.190 techlin-aws-us.collibra.com

techlin-azure-eu 51.105.241.132 techlin-azure-eu.collibra.com

techlin-azure-us 20.102.44.39 techlin-azure-us.collibra.com

techlin-gcp-au 35.197.182.41 techlin-gcp-au.collibra.com

techlin-gcp-ca 34.152.20.240 techlin-gcp-ca.collibra.com

techlin-gcp-eu 35.205.146.124 techlin-gcp-eu.collibra.com

techlin-gcp-sg 34.87.122.60 techlin-gcp-sg.collibra.com

techlin-gcp-uk 35.234.130.150 techlin-gcp-uk.collibra.com

techlin-gcp-us 34.73.33.120 techlin-gcp-us.collibra.com

Important You have to whitelist all Collibra Data Lineage servers in your
geographic location. For example, if your data is located in Europe, you have to
whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-
gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-
us Collibra Data Lineage server as a backup, in case the lineage harvester cannot
connect to other Collibra Data Lineage servers.

Prepare a domain for MicroStrategy ingestion
You can create a new domain for your MicroStrategy assets and use the domain ID in the
lineage harvester configuration file. As a result, Collibra uses this domain to ingest all
MicroStrategy assets during the MicroStrategy integration process.
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Prerequisites
You have a resource role with the Domain > Add resource permission.

Steps

1. In the main menu, click the Create ( ) button.

» The Create dialog box appears.
2. Click the Organization tab.
3. Click a domain type from the list.

If you clicked the wrong domain type here, you can change it in the Type field in the
next screen.
» The Create Domain dialog box appears.

4. Enter the required information.

Field Description

Type The domain type of the domain you are creating. In this case, you
need to select BI Catalog.

Community The community under which the domain will be located.

Name The name of the new domain.

5. Click Create.
6. Open your domain.
7. Copy the domain ID.

Tip If you go to your domain, you can find the domain ID in the URL. The URL
looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-
c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this
example, the domain ID is in bold.

8. Paste the domain ID in the lineage harvester configuration file.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
MicroStrategy assets in the same Data Catalog BI domain. We highly recommend
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that you do not move these assets to another domain. If you move assets to another
domain, they will be deleted and recreated in the initial Data Catalog BI domain
when you synchronize MicroStrategy. As a consequence, all manually added data
of those assets is lost.

Install the lineage harvester
Before you can use the lineage harvester, you have to download it and install it.

Note We highly recommend that you always install and use the newest lineage
harvester.

Where you choose to install the lineage harvester depends on the database that the
lineage harvester will access to harvest the metadata. You can install it either:

l On the MicroStrategy server, to access the local PostgreSQL database.
l Close to your data source, to access a remote PostgreSQL database.

Important If you have a MicroStrategy on-premises environment, you can install
the lineage harvester on a server that has access to the MicroStrategy server or on
the MicroStrategy server itself. If you use MicroStrategy cloud, you have to install
the lineage harvester where it can access the local or remote PostgreSQL
repository. If you need to connect to the local PostgreSQL repository, you have to
install the lineage harvester on the MicroStrategy server.

Install the lineage harvester on the MicroStrategy server
For local database access, only PostgreSQL databases are supported. The MicroStrategy
Intelligence Server has an embedded PostgreSQL repository, as its default repository. For
complete information, see the MicroStrategy repository documentation.

Prerequisites

l You have Collibra Data Intelligence Cloud 2021.07 or newer.
l You have MicroStrategy 2021 or newer.
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l You meet the minimum lineage harvester system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o All Collibra Data Lineage servers within your geographical location:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o The host names of all databases in the lineage harvester configuration file.

Steps

1. Download the lineage harvester.
2. Sign in to the MicroStrategy web portal.
3. Click Remote Desktop Gateway.
4. Sign in to Apache Guacamole.
5. Click Platform Instance VNC.
6. Copy the lineage harvester ZIP file to the Platform Instance VNC home directory.

7. Unzip the archive.
» You can now access the lineage harvester folder.
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8. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.

Install the lineage harvester close to your data source
To access a remote PostgreSQL database, install the lineage harvester close to the data
source.

Prerequisites

l You have Collibra Data Intelligence Cloud 2021.07 or newer.
l You have MicroStrategy 2021 or newer.
l You meet the minimum lineage harvester system requirements.
l Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.
l You have added Firewall rules so that the lineage harvester can connect to:

o All Collibra Data Lineage servers within your geographical location:
o 15.222.200.199 (techlin-aws-ca)
o 18.198.89.106 (techlin-aws-eu)
o 54.242.194.190 (techlin-aws-us)
o 51.105.241.132 (techlin-azure-eu)
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o 20.102.44.39 (techlin-azure-us)
o 35.197.182.41 (techlin-gcp-au)
o 34.152.20.240 (techlin-gcp-ca)
o 35.205.146.124 (techlin-gcp-eu)
o 34.87.122.60 (techlin-gcp-sg)
o 35.234.130.150 (techlin-gcp-uk)
o 34.73.33.120 (techlin-gcp-us)

o The host names of all databases in the lineage harvester configuration file.

Steps

1. Download the lineage harvester.
2. Unzip the archive.

» You can now access the lineage harvester folder.
3. Run the following command line to start the lineage harvester:

o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

» The lineage harvester is installed automatically. You can check the installation by
running ./bin/lineage-harvester --help.
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Prepare the lineage harvester configuration file
for MicroStrategy
You have to prepare a configuration file before you run the lineage harvester. The lineage
harvester collects your MicroStrategy metadata and sends it to the Collibra Data Lineage
server, where it is processed and analyzed. Collibra Data Intelligence Cloud then imports
the MicroStrategy assets and relations to Data Catalog.

Prerequisites
l You have the newest lineage harvester.
l You have a global role that has the Manage all resources global permission.
l You have a global role with the Catalog global permission, for example Catalog
Author.

l You have a global role with the Technical lineage global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have a global role with the Data Stewardship Manager global permission.
l You have created a BI Catalog domain in which you want to ingest the MicroStrategy
assets.

l You have a resource role with the following resource permission on the community
level in which you created the BI Data Catalog domain:

o Asset: add
o Attribute: add
o Domain: add
o Attachment: add

l You have downloaded the lineage harvester and you have the necessary system
requirements to run it.
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Steps

1. Run the following command line to start the lineage harvester:
o Windows: .\bin\lineage-harvester.bat

o For other operating systems: chmod +x bin/lineage-harvester and then
bin/lineage-harvester

» An empty configuration file is created in the config folder.

2. Open the lineage-harvester.conf file and enter the values for each property.

Properties Description

general This section describes the connection information
between the lineage harvester and Data Catalog.

catalog This section contains information that is necessary to
connect to Data Catalog.

url The URL of your Collibra Data Intelligence Cloud
environment.

Note You can only enter the public URL of
your Collibra DGC environment. Other URLs
will not be accepted.

username The username that you use to sign in to Collibra.
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Properties Description

useSharedDbModel Optional property to enable the sharing of metadata
batches from multiple SQL data sources. Set this
property to true, to help avoid potential analysis
errors on the Collibra Data Lineage server.

To use this property, you need lineage harvester
2022.07 or newer.

If you set this property to true, you have to run the
lineage harvester twice. Read the following details
about the issue and solution.

See details about the issue and solution
Normally, when you run the lineage harvester to
harvest metadata from two or more data sources, the
metadata from each source is processed
independently. This means that the metadata from
one data source cannot access the metadata of
another.

Let’s say, for example, you specify the following two
SQL data sources in your lineage harvester
configuration file:
o A database source that retrieves the database
model.

o An SqlDirectory source with Data Manipulation
Language (DML) statements that reference data in
the database source.

Because these data sources are processed
independently, there is a good chance that the DML
statements will fail during analysis. Any wildcards in
the DML statements, for example, would fail because
the SqlDirectory source can’t access the referenced
database source.
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The solution

The shared database model allows for computed
results from a “main” batch. Although multiple data
sources are still processed independently, the
metadata from each data source is merged into a
main batch. Then, before analyzing the next batch, a
check is done to see if a preceding main batch exists.
If one does, the analyzer retrieves the database
model and the DML statements successfully pass
analysis.

This means, however, that you have to run the
lineage harvester twice. On the first run, the
harvested metadata is merged in a main batch. Then,
when you run the lineage harvester again, using the
full-sync command, the subsequent batches are able
to successfully reference the metadata in the main
batch.

In a future version of Collibra, this property will be
enabled by default and you won't need to run the
lineage harvester twice.

sources This section contains all MicroStrategy connection
properties.

type The kind of data source. In this case, the value has to
be MicroStrategy.

collibraSystemName This property is deprecated for MicroStrategy
integration. The lineage harvester does not take into
account any value that you enter here.
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Properties Description

id The unique ID of your MicroStrategy metadata. For
example, my_microstrategy.

Warning In the sources section of your
lineage harvester configuration file, you can
only specify one id property per
MicroStrategy Intelligence Server. If you have
multiple id properties for a single
MicroStrategy Intelligence Server, ingestion
will fail. If you have multiple id properties in the
configuration file, it means you intend to ingest
from multiple unique MicroStrategy Intelligence
Servers.

Tip This value can be anything as long as it is
unique and human readable. The ID identifies
the batch of MicroStrategy metadata on the
Collibra Data Lineage server.

domainId The unique reference ID of the domain in Collibra
Data Intelligence Cloud in which you want to ingest
the MicroStrategy assets.

username The username that you use to sign in to
MicroStrategy.

hostname The endpoint that you use to access the PostgreSQL
repository or remote data source, depending on
where you installed the lineage harvester.

For example remote.postgres.com.

port The port number.
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databaseName Optionally, the name of your database. For example
poc_metadata.

3. Save the configuration file.
4. Start the lineage harvester again in the console and run the following command:

o for Windows: .\bin\lineage-harvester.bat full-sync
o for other operating systems: ./bin/lineage-harvester full-sync

5. When prompted, enter the password or client secret to connect to your Collibra Data
Intelligence Cloud and MicroStrategy environment.
» The passwords are encrypted and stored in /config/pwd.conf

Example
The following example shows a configuration file for MicroStrategy.

{
"general": {

"catalog": {
"url": "https://<organization>.collibra.com",
"userName": "<your-collibra-username>"

},
"useSharedDbModel": true,
"useCollibraSystemName": false

},
"sources": {

"type": "Microstrategy",
"id": "microstrategy-batch",
"collibraSystemName": "system-name",
"domainId": "<domain-resource-id>",
"username": "mstr",
"hostname": "remote.postgres.com",
"port": 5432,
"databaseName": "poc_metadata"

}
}

Schedule MicroStrategy ingestion jobs
You can use Task Scheduler on Windows or Crontab on Mac and Linux to make the
lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads

Chapter 3

613

https://docs.microsoft.com/en-us/windows/win32/taskschd/using-the-task-scheduler
https://crontab.guru/


Chapter 3

the MicroStrategy data source information to Collibra.

Collibra automatically creates new assets and relations between the MicroStrategy assets
at specific times, dates or intervals, using the information in your configuration file.

Example You created a configuration file with connection information to your
MicroStrategy environment. You schedule the lineage harvester job to run each
Sunday at 23:00. As a result, your MicroStrategy metadata is automatically
refreshed on a weekly basis.

Warning When you run the lineage harvester, Collibra Data Lineage creates all
MicroStrategy assets in the same Data Catalog BI domain. We highly recommend
that you do not move these assets to another domain. If you move assets to another
domain, they will be deleted and recreated in the initial Data Catalog BI domain
when you synchronize MicroStrategy. As a consequence, all manually added data
of those assets is lost.

Warning Relations that were manually created between MicroStrategy assets and
other assets via a relation type in the MicroStrategy operating model, are deleted
after a refresh of the MicroStrategy metadata.
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	 Collibra Data LineageCollibra Data Lineage is a product that allows you to trace how data flows from source to destination. It consists of two components to accommodate two different personas:A technical lineage for Data Engineers, Data Architects and similar personas.A diagram with Business Summary Lineage for Business Analysts and other business users.Technical lineage is a detailed lineage graph that shows where data objects are used and how they are transformed. A diagram with the Business Summary Lineage shows the relations between Data Assets in Data Catalog after stitching. Both map the flow of data, but a technical lineage provides a detailed overview of the data flow, while a diagram with Business Summary Lineage only provides a summary of it.Collibra Data Lineage is only a cloud-only feature.Technical lineageTechnical lineage is a detailed lineage graph that shows how data transforms and flows from source to destination across its entire lifecycle. It enables you to easily discover where tables and columns are used and how they relate to each other.During the technical lineage process, relations of the type Data Element targets / sources Data Element are automatically created:        Between data objects in your data source and assets from registered data sources.              Between ingested assets from BI sources and Data Catalog assets from registered data sources.      For complete information on technical lineage, see the Collibra Data Intelligence Cloud User Guide.About technical lineageTechnical lineage is a detailed lineage graph that shows how data transforms and flows from source to destination across its entire lifecycle. It enables you to easily discover where tables and columns are used and how they relate to each other. You use it to visualize dependencies between Table assets, Column assets, Power BI Column assets, Looker Look assets and other data objects.During the technical lineage process, relations of the type Data Element targets / sources Data Element are automatically created:        Between data objects in your data source and assets from registered data sources.              Between ingested assets from BI sources and Data Catalog assets from registered data sources.      For detailed information on how a technical lineage is created, including how the lineage harvester interacts with your data sources and the Collibra Data Lineage servers, and the interaction between the servers and Data Catalog, see the Typical workflow section, in About the lineage harvester.Steps to create a technical lineageThe following table shows which steps you have to take to create a technical lineage and which prerequisites you need to execute each step.StepWhat?DescriptionPrerequisites1Prepare Data Catalog physical data layerBefore you create a technical lineage, you prepare Data Catalog's physical data layer. This is necessary to automatically stitch assets in Data Catalog and the data elements in the data source for which you want to create a technical lineage.By preparing Data Catalog's physical data layer, you create assets of the following types:SystemDatabaseSchemaTableIf you don't prepare the Data Catalog physical data layer, you can still create a technical lineage. However, stitching will not be performed. You have a global role with the Catalog global permission, for example Catalog Author.You have a resource role with the following resource permissions:Asset: AddAttribute: AddDomain: AddAttachment: Add2Set up the lineage harvesterYou use the lineage harvester to collect source code from your data sources and create new relations between data elements from your data source and existing assets into Data Catalog.You can download the lineage harvester from the Collibra Community Downloads page.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have purchased Collibra Data Lineage.You have Collibra Data Intelligence Cloud 5.7.3 or newer.Your environment meets the hardware requirements to install and use the lineage harvester.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.3Prepare the configuration fileYou create a configuration file to determine for which data sources you want to create a technical lineage. The configuration file is used by the lineage harvester to extract information from data sources for which you want to create a technical lineage. You can use the configuration file generator to create an example configuration file with the properties of your choosing. You can easily copy this example to your configuration file and replace the values of the properties to match your data source information.When you have created a configuration file, you can use specific commands to perform different actions on the data sources that are defined in your configuration file.For example, you use the full-sync command to upload the source code from the data sources in the configuration file to the Collibra Data Intelligence Cloud, where they are analyzed and processed and where the technical lineage is created.If you want to use SQL files from a previously loaded data source, you have to download the SQL files of a data source to the lineage harvester. If you want to use a data source in an external directory, for example Informatica PowerCenter, SQL Server Integration Services or IBM InfoSphere DataStage, you have to prepare the external directory folder.If you want to use a JSON file to create a custom technical lineage, you have to prepare the JSON file.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have the Technical lineage global permission.The lineage harvester is able to access all data sources in the configuration file.You have the necessary permissions to all database objects that the lineage harvester accesses.4View the technical lineage.After you created the technical lineage, you can go to a Power BI Column, Looker Look, Column or Table asset page and click the Technical lineage tab to view the technical lineage.You can use the Browse tab pane to search for different data objects and trace their dependencies or use the Settings tab pane to edit or export the technical lineage and see the logs created by the lineage harvester. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.For complete information on ingesting metadata from the following BI tools and creating a technical lineage, see the dedicated sections: Tableau:Via the Data Catalog user interface.Via the lineage harvester.Power BIPower BI (NEW)LookerMicroStrategySQL Server Reporting Services and Power BI Report ServerData objectsYou can see two types of data objects in your technical lineage:Data objects from your data source that are stitched to assets in Data Catalog and for which you created the technical lineage. These assets have a yellow background.    Other objects, for example temporary tables and columns, that the lineage harvester collects from your data sources, but are not stitched to assets in Data Catalog. These objects have a gray background. We do not support stitching for Looker or MicroStrategy assets. We do support stitching for Power BI assets, but the stitched assets still have a gray background. This is a known issue.Naming conventionWhen you create a technical lineage, Data Catalog follows a strict naming convention for the full names of assets. Each asset has a display name and full name. You can freely edit the display name. However, you should never edit the full name, because Data Catalog needs it to refresh data sources for which you created the technical lineage and to refresh the technical lineage itself.When you prepare the Data Catalog physical data layer and the configuration file, you should always use the full name as the name of the corresponding data object in your data source for the following assets:SystemDatabaseSchemaIf you want to create a technical lineage for a Google BigQuery database, the project name in the configuration file must be the same as the full name of the Database asset.Editing the full name of the Schema, Database and System assets may lead to errors during the technical lineage creation process.Transformation logicTransformation logic is used to transform source code in a technical lineage diagram that can be visualized in Data Catalog. Collibra Data Lineage supports the most commonly used transformations.Collibra Data Lineage enables you to trace how your data flows between multiple data sources and, at the same time, see the source code of each part of your technical lineage. By following the transformations in your technical lineage, you can easily find a specific source code fragment.Tables and columns in a technical lineage can have incoming and outgoing transformations. When you right-click on a table or column and click either Transformations (IN) or Transformations (OUT), the source code pane shows the following: The name of the source code fragment. On the Sources tab page, you can see the analysis log files of this source code fragment.If a table or column has more than one transformation, there are tabs for each source code fragment.The source code of the fragment. The source code that is relevant for the selected column or table is highlighted.You want to see the outgoing transformations of column A to columns B and C. When you right-click column A and then click Transformations (OUT), you see that there are two tabs containing source code. The first tab shows the outgoing source code from column A to column B. The second tab shows the source code from column A to column C.Automatic stitching for technical lineageStitching is a process that creates relations between assets and data objects representing the same data source. More specifically, stitching creates relations between:the assets that were created when you prepared Data Catalog's physical data layer for a data source; andthe data objects in the same data source for which you created a technical lineage and that represent the assets in Data Catalog.When the data sources are scanned, the Collibra Data Lineage server automatically creates and pushes new relations of the type Data Element targets / sources Data Element:        Between data objects in your data source and assets from registered data sources.              Between ingested assets from BI sources and Data Catalog assets from registered data sources.      To clarify, in the case of Tableau integration, the Tableau Data Attribute is the target of the Column and the Column is the source of the Tableau Data Attribute.If you don't prepare the Data Catalog physical data layer, Data Catalog creates a technical lineage without stitching. As a result, when you click the Technical lineage tab on any Column, Table, Tableau Data Attribute, Power BI Column or SSRS Column asset page, you get the message The current asset doesn't have a technical lineage yet. However, you can use the Browse tab pane to view the technical lineage of data objects in data sources for which you created the technical lineage.Stitching issuesTo stitch assets in Data Catalog to data objects collected by the lineage harvester, the Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full path of data objects in your data source. Stitching is based on the full path of objects with the following structure: (system) > database > schema > table > column. If the full paths match, the Collibra Data Lineage automatically stitches the data objects to the existing assets in Data Catalog. To indicate this, the assets have a yellow background in the technical lineage graph.Ingesting metadata via Edge and creating a technical lineage via the lineage harvester?As detailed above, stitching is based on the full path of objects with the following structure: (system) > database > schema > table > column. Toward this end, our API returns the system name for the full name of the database. If you register a data source via Edge, however, the connection name is shown in the full name of the database, not the system name. Don't worry, this does not break the stitching. The system asset that you create when you prepare the Data Catalog physical data layer is still successfully stitched, based on the system name.If the full path of an asset in Data Catalog does not match the full path of a data object in your data source, Collibra Data Lineage cannot stitch them. To indicate this, the data objects have a gray background in your technical lineage graph. To fix stitching issues, you must check the full path of the assets in Data Catalog and make sure they match the full path of the data objects that are shown in the technical lineage graph. If you change the full path, make sure to run the lineage harvester again.We do not support stitching for Looker or MicroStrategy assets. We do support stitching for Power BI assets, but the stitched assets still have a gray background. This is a known issue.You can use the Stitching tab page to easily find the full path of assets in Data Catalog and data objects that were collected by the lineage harvester. The Stitching tab page also shows an overview of all assets and data objects that are stitched successfully.Lineage harvester versionsCollibra releases a new version of the lineage harvester every month as part of the Collibra Data Intelligence Cloud release. Check the technical lineage change log for the most important changes in each release.Collibra Data Intelligence Cloud versionLineage harvester version2022.072022.072022.062022.062022.052022.05Lineage harvester 2022.05 includes an internal format change to the password manager pwd.conf file. This means that if you use Lineage harvester 2022.05, you can no longer use the pwd.conf file with an older lineage harvester version.2022.042022.042022.032022.032022.022022.022022.01N/A2021.111.4.42021.101.4.32021.091.4.22021.071.4.12021.061.4.0We highly recommend that you download and use the newest lineage harvester from the Collibra downloads page, even if you have an older version of Collibra Data Intelligence Cloud.Older lineage harvester versions are not supported.Collibra Data Lineage serversCollibra Data Lineage servers process and analyze the harvested metadata from supported (meta)data sources and upload it to Data Catalog. Collibra Data Lineage servers never process or store actual data, only metadata.When you run the lineage harvester, it firsts connects to any available Collibra Data Lineage server to determine your cloud provider and geographic location of your Collibra Data Intelligence Cloud environment. Then, the lineage harvester sends the harvested metadata to the Collibra Data Lineage sever with the same cloud provider and geographic location.Currently, your metadata can be processed on one of the following Collibra Data Lineage servers:ServerIP addressDNS nametechlin-aws-ca15.222.200.199techlin-aws-ca.collibra.comtechlin-aws-eu18.198.89.106techlin-aws-eu.collibra.comtechlin-aws-us54.242.194.190techlin-aws-us.collibra.comtechlin-azure-eu51.105.241.132techlin-azure-eu.collibra.comtechlin-azure-us20.102.44.39techlin-azure-us.collibra.comtechlin-gcp-au35.197.182.41techlin-gcp-au.collibra.comtechlin-gcp-ca34.152.20.240techlin-gcp-ca.collibra.comtechlin-gcp-eu35.205.146.124techlin-gcp-eu.collibra.comtechlin-gcp-sg34.87.122.60techlin-gcp-sg.collibra.comtechlin-gcp-uk35.234.130.150techlin-gcp-uk.collibra.comtechlin-gcp-us34.73.33.120techlin-gcp-us.collibra.comYou have to whitelist all Collibra Data Lineage servers in your geographic location. For example, if your data is located in Europe, you have to whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-us Collibra Data Lineage server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.Supported data sources for technical lineageCollibra Data Intelligence Cloud supports many data sources and metadata sources, including JDBC data sources, ETL tools and BI tools, for which you can create a technical lineage. You use these data sources when you prepare the configuration file and Data Catalog's physical data layer.Using an older version of a data source might not work as expected; however, we don't expect problems if you use a newer version.JDBC data sourcesThe following table shows the supported JDBC data sources and driver versions that have been tested. You can connect to them via a JDBC driver or by creating a folder.JDBC data source typeSupported versionsConnection typeScopeAmazon Redshift1.2.34.1058 and newerJDBC, FolderSQL based input without stored procedures.Azure SQL serverNewest versionJDBC, FolderSQL based input and stored procedures.Azure SQL Data WarehouseNewest versionJDBC, FolderSQL based input and stored procedures.Azure Synapse AnalyticsNewest versionJDBC, FolderSQL based input and stored procedures.Google BigQueryNewest versionJDBC, FolderSQL based input without stored procedures.Greenplum6.10 and newerJDBC, FolderSQL based input.HiveQL (SQL-like statements)2.3.5 and newerJDBC, FolderSQL based input and connection via an AWS host.IBM DB211.5 and newerJDBC, FolderSQL based input without stored procedures.Oracle11g, 12c and newerJDBC, FolderSQL based input and stored procedures.PostgreSQL9.4, 9.5 and newerJDBC, FolderSQL based input without stored procedures.Microsoft SQL Server2014, 2016 and newerJDBC, FolderSQL based input and stored procedures.MySQL5.7, 8 and newerJDBC, FolderSQL based input without stored procedures.Netezza7.2.1.0 and newerJDBC, FolderSQL based input without stored procedures.SAP Hana2.00.40 and newerJDBC, FolderSQL based input and SAP HANA Information views, which includes attributes, analytic views and calculation views from database table or view data sources.Script-based calculation views and stored procedures are out of scope.SnowflakeNewest versionJDBC, FolderSQL based input without stored procedures.Spark SQL2.4.3 and newerJDBC, FolderSQL based input and connection via an AWS host.Sybase Adaptive Server Enterprise16.0 SP02 and newerJDBC, FolderSQL based input without stored procedures.Teradata15.0, 16.20.07.01 and newerJDBC, FolderSQL based input, including BTEQ scripts.ETL toolsThe following table shows the supported ETL tools and driver versions that have been tested. You can connect to them via an API or by creating a folder.ETL toolSupported versionsConnection typeScopeAWS Glue script annotations     (beta)  N/AFolderOnly script annotations including transformation details.IBM InfoSphere DataStage11.5 and newerFolderCommonly used DataStage ETL components including SQL overrides and transformation details.Collibra Data Lineage supports IBM InfoSphere DataStage transformation logic.You have to prepare a folder with all data objects that you want to process.Informatica Intelligent Cloud Services, specifically Cloud Data IntegrationData Integration is one of the Informatica Intelligent Cloud services. Cloud, newest onlyAPICommonly used transformations in Informatica Intelligent Cloud Services: Data Integration, including SQL overrides.Supported data sources are locally stored flat files and databases.Informatica PowerCenter9.6 and newerFolderCommonly used transformations in Informatica PowerCenter, including SQL overrides.You have to prepare a folder with all data objects that you want to process.MatillionNewest versionAPISQL based input without stored procedures.The lineage harvester can only access Redshift and Snowflake projects.SQL Server Integration Services (SSIS)2012 and newerPackage format version 6 or newer.FolderAll commonly used transformations in SSIS, data flows and mappings, including SQL overrides.SQL statements from Excel are not supported.You have to prepare a folder with all data objects that you want to process.BI toolsThe following table shows the supported BI tools.BI toolTested versionsConnection typeTableauNewestTableau.You have to prepare:lineage harvester configuration file for Tableau ingestion.                              Optionally, a Tableau <source ID> configuration file.              Power BINewestExisting lineage.You have to run the Power BI harvester and the lineage harvester to ingest Power BI metadata.Power BI (NEW)NewestPower BI.The new Power BI integration includes many enhancements, including consolidated harvesters, meaning you no longer need the Power BI harvester. You only need to prepare:lineage harvester configuration file for Power BI ingestion.                              Optionally, a Power BI <source ID> configuration file.              LookerNewestLooker.Collibra Data Lineage automatically creates a technical lineage, but stitching is not available.You have to prepare a lineage harvester configuration file for Looker ingestion.SQL Server Reporting Services or Power BI Report ServerNewestSSRS-PBRS.You have to prepare:                A lineage harvester configuration file for SSRS-PBRS ingestion.                              Optionally, an SSRS-PBRS <source ID> configuration file.              MicroStrategyNewestMicroStrategyCollibra Data Lineage automatically creates a technical lineage, but stitching is not available and the technical lineage does not show the relations to columns.You have to prepare a lineage harvester configuration file for MicroStrategy ingestion.            You can access any local or remote PostgreSQL database. The MicroStrategy Intelligence Server has an embedded PostgreSQL repository, as its default repository. For complete information on the default, embedded repository, see the MicroStrategy repository documentation.For complete information on ingesting metadata from the following BI tools and creating a technical lineage, see the dedicated sections: Tableau:Via the Data Catalog user interface.Via the lineage harvester.Power BIPower BI (NEW)LookerMicroStrategySQL Server Reporting Services and Power BI Report ServerCustom technical lineageYou can create a custom technical lineage to include metadata of unsupported data sources. See Custom technical lineage.AuthenticationTechnical lineage supports the following means of authentication:            For all data sources, except for external directories: username and password.              Tableau: username and password or token-based authentication.              Google BigQuery data sources: username and password or a service account key file. For more information, see the Google BigQuery documentation. No other authentication methods are supported.Lineage harvester integrations available in betaCollibra Data Intelligence Cloud supports many data sources and metadata sources, such as ETL tools or BI sources, for which you can create a technical lineage or which you can ingest.Before Collibra releases a new lineage harvester, we test the new lineage harvester integrations extensively. However, we cannot foresee all possible use cases and scenarios. To further improve the lineage harvester, you can now test new lineage harvester integrations in beta. After a testing period, the new lineage harvester integrations become available for all Collibra Data Lineage usersDocumentation is only available when the lineage harvester integrations are released. However, if you want to test new integrations, you can request testing guidelines and provide feedback.The following table shows which integrations the lineage harvester currently supports in beta.Metadata sourceAvailable in lineage harvester versionLimitationsBeta process statusAWS Glue (script annotations)1.4.0 and newerThe lineage harvester can process AWS Glue annotations in scripts coded in Python and Scala.Collibra Data Lineage does not stitch the AWS Glue metadata to Amazon S3 assets created by synchronizing an S3 File system or by registering a data source using the Collibra-provided AWS Glue driver.OpenAzure Data Factory2022.05.0-6 and newerThe result is a complete technical lineage that includes many Azure Data Factory transformations and some datasets. Flowlets are not yet supported.Transformations containing column patterns or rule-based mappings can only be partially analyzed, as they generate column names on the fly during the actual dataflow run. If technical lineage is detected from a dynamically generated column, it is given the placeholder Dynamic Column in the technical lineage viewer.Some reserved variables names, for example {@context}, are not yet supported.OpenThe lineage harvester beta integrations offer early access to new integrations. However, we can only allow a limited number of customers to test the integrations and give feedback. We will make the integrations available for all customers after processing the feedback and improving the lineage harvester.Testing an integration in betaIf you want to access the lineage harvester and the testing guidelines to test a lineage harvester integration in beta, do the following:Create a support ticket to get access to the Technical lineage section of the Collibra Product Resources Downloads page and the testing guidelines for the lineage harvester integration.      You now have access to the testing guidelines.You can now download and install the lineage harvester.If you purchased Collibra Data Lineage you already have access to the newest harvester. However, you still have to create a support ticket to access the testing guidelines.Test the lineage harvester integration in beta.Reach out to Collibra to provide feedback via your CSM or a support ticket.Supported SQL syntaxThe SQL syntax used in your data sources has an impact on the technical lineage.Technical lineage supports SQL syntax that is relevant to process data for all supported data sources. This includes:        DML (Data Manipulation Language) statements that are used to move and transform data. For example, INSERT, UPDATE and MERGE.              Technical lineage supports the extraction of DML statements from supported procedures, but it does not support all SQL syntax.DDL (Data Definition Language) statements:that impact the technical lineage. For example, ALTER TABLE, which you use to add or rename columns.that are used to transform data. For example, CREATE A TABLE AS SELECT.Relevant syntax constructs. For example, nested subselects, aliases, different join methods, synonyms and cross-database references.You want to create a technical lineage for a Teradata source that has the following SQL syntax:    ALTER TYPEALTER PROCEDURECREATE/REPLACE AUTHORIZATIONMLOAD (MultiLoad)RECORD (FastLoad)BEGIN/END QUERY LOGGINGFunctions with schema, for example schema_name.function.name(args...)Functions with conversation, for example function_name(args...) RETURNS VARCHAR(<number>) CHARACTER SET LATINMacro argument attributesCollibra Data Lineage will successfully parse this SQL syntax.Not supported SQL syntaxTechnical lineage does not support the following SQL syntax:DML statements that you use to access data in complex structures such as JSON objects or structs.Triggers, foreign keys and indexes.Cursors, functions or dynamic queries.Streams queries.You can transform dynamic SQL statements into static ones. If the dynamic SQL can be logged at the runtime of a table, the dynamic query is transformed into a static query which can be extracted by the lineage harvester and processed without limitations.Supported transformation detailsCollibra Data Lineage supports the most commonly used transformations in the following sources:Informatica PowerCenterInformatica Intelligent Cloud ServicesSQL Server Integration ServicesIBM DataStage (parallel job stages)The transformation is shown if the column(expression) is using at least one column from another connected transformation.Informatica PowerCenter transformationsThe following table shows a non-exhaustive list of supported and unsupported transformations in Informatica PowerCenter.Supported transformationsUnsupported transformationsAggregatorExpressionFilterJoinerLookupMappletNormalizerRankSorterSourceSQLStored ProcedureTargetTransaction ControlJavaPythonXMLInformatica Intelligent Cloud ServicesCollibra Data Lineage supports the following non-exhaustive list of transformations in Informatica Intelligent Cloud Services. Specifically, transformations in the Cloud Data Integration service.ExpressionFilterJoinerLookupMappletSequence GeneratorSourceTargetUnionSQL Server Integration Services (SSIS)Collibra Data Lineage supports the following non-exhaustive list of transformations in SQL Server Integration Services:AggregateCache TransformConditional SplitData Conversion Derived Column         Fuzzy Grouping LookupMerge JoinMulticastOLE DB CommandRow CountScript ComponentSlowly Changing DimensionSortUnion AllCollibra Data Lineage supports SQL, but cannot parse other languages or scripts, for example SHELL and BAT scripts.SQL statements from Excel are not supported.All SQL queries must be preceded by the keyword SELECT, or else they will be skipped. Furthermore, if a comment precedes the keyword SELECT, the query will be skipped.IBM DataStageInstead of transformations, IBM DataStage uses jobs with stages. IBM Datastage has three job types: parallel jobs, sequence jobs and server jobs. Collibra Data Lineage only supports the IBM DataStage stages of parallel jobs. For a list of all job stages per job type in IBM DataStage, read the IBM documentation.Prepare the Data Catalog physical data layer for technical lineageYou prepare Data Catalog's physical data layer to enable Data Catalog to automatically stitch the data objects in your technical lineage to the assets in Data Catalog.Prerequisites You have a global role with the Catalog global permission, for example Catalog Author.You have set up the JDBC driver of your source data, for example MySQL. You have configured one or more Jobservers in Collibra Console. If there is no available Jobserver, the Register data source actions will be grayed out in the global create menu of Collibra Data Intelligence Cloud.You have a resource role with the following resource permissions on the Schema community:Asset > addAttribute > addDomain > addAttachment > addYou have the permissions to retrieve the metadata of the following database components through the JDBC Driver Database Metadata methods:SchemasTablesColumnsStepsCreate a System asset:              The full name of your System asset must match the exact name of the system of the data source that you register in the configuration file.Open Catalog.In the main menu, click the Create () button.The Create dialog box appears.Click the Assets tab.Click System.The Create Asset dialog box appears.Enter the required information.FieldDescriptionTypeThe asset type of the asset that you are creating, in this case System.DomainThe domain to which the new asset will belong. You can only create a System asset in any domain of a domain type that is assigned to a System asset type.NameThe name of the System asset. This has to match the exact name of the system that you register in the configuration file as collibraSystemName .You can create multiple assets in one go. To do this, press Enter after typing a value and then type the next. Depending on the settings, asset names may have to be unique in their domain. If you type a name that already exists, it will appear in strike-through style.Click Create.A message at the top-right of your screen confirms that one or more assets are created.Register a database as data source. You can register a database or an SQL directory as data source.After registration, the assets of the following asset types are created in Data Catalog:SchemaTableColumnThe full name of your Schema asset must match the exact name of the schema in the data source that you register in the configuration file.Create a Database asset:       The full name of your Database asset must match the exact name of the database or project, in case of Google BigQuery, that you register in the configuration file.Open Catalog.In the main menu, click the Create () button.The Create dialog box appears.Click the Assets tab.Click Database.The Create Asset dialog box appears.Enter the required information.FieldDescriptionTypeThe asset type of the asset that you are creating, in this case Database.DomainThe domain to which the new asset will belong. You can only create a Database asset in any domain of a domain type that is assigned to a Database asset type.NameThe name of the Database asset. This has to match the exact name of the database that you register in the configuration file.You can create multiple assets in one go. To do this, press Enter after typing a value and then type the next. Depending on the settings, asset names may have to be unique in their domain. If you type a name that already exists, it will appear in strike-through style.Click Create.A message at the top-right of your screen confirms that one or more assets are created.Create a relation between the System asset and the Database asset using the Technology Asset groups / is grouped by Technology Asset relation type.                  In the tab pane, click   Add Characteristic.The Add a characteristic dialog box appears.Click Relations.Search for and click groups Technology asset.The Add groups Technology asset dialog box appears.Enter the required information.OptionDescriptionAssetsThe name of the database.Filter suggested assets by organizationOption to filter the suggestions based on selected communities and domains.If this option is selected, the organization tree appears. You can then filter and select domains and communities.Start dateOptionally enter the date on which the relation between the assets becomes applicable. Leave this field empty to create a permanent relation.End dateOptionally enter the date on which the relation between the assets is no longer applicable. Leave this field empty to create a permanent relation.Click Save.Create a relation between the Database asset and the Schema asset using the Technology Asset has / belongs to Schema relation type.          In the tab pane, click   Add Characteristic.The Add a characteristic dialog box appears.Click Relations.Search for and click has schema.The Add has schema dialog box appears.Enter the required information.OptionDescriptionAssetsThe name of the schema.Filter suggested assets by organizationOption to filter the suggestions based on selected communities and domains.If this option is selected, the organization tree appears. You can then filter and select domains and communities.Start dateOptionally enter the date on which the relation between the assets becomes applicable. Leave this field empty to create a permanent relation.End dateOptionally enter the date on which the relation between the assets is no longer applicable. Leave this field empty to create a permanent relation.Click Save.What's next?If you haven't created a configuration file yet, you are now required to create it.If you created the configuration file and prepared the physical data layer, you can run the lineage harvester to start the technical lineage process.When the technical lineage process is finished and you have the required permissions, you can go to the asset page of a Table or Column asset from the data source that you added in the configuration file and visualize the technical lineage. At the same time, new relations of the type Data Element targets / sources Data Element between assets in Data Catalog are created.The lineage harvester also uses scheduled jobs to automate the technical lineage process.Set up the lineage harvesterThe lineage harvester is a software application that is needed to create a technical lineage and import metadata into Data Catalog.About the lineage harvesterYou use the lineage harvester to collect source code from your data sources and create new relations between data elements from your data source and existing assets into Data Catalog.The lineage harvester runs close to the data source and can harvest transformation logic like SQL scripts and ETL scripts from a specific location, for example a database table or a folder on a file system.The lineage harvester connects to different Collibra Data Lineage servers based on your geographical location and cloud provider. Make sure you have the correct system requirements before you run the lineage harvester. If your location or cloud provider changes, the lineage harvester rescans all your data sources.Technical lineage is created by a cloud-based environment. You only connect to the cloud via an API call that is triggered by the lineage harvester.The lineage harvester configuration fileThe lineage harvester uses a configuration file when it connects to Data Catalog via Collibra REST API. The configuration file contains references to the data sources for which you want to create a technical lineage. You have to prepare the configuration file if you want to create a technical lineage and add new relations of the type Data Element targets / sources Data Element between existing assets in Data Catalog and Column is target of / is source of Data Attribute between assets from ingested BI sources and assets in Data Catalog.You can only use UTF-8 or ISO-8859-1 characters in all lineage harvester files.The lineage harvester scannersThe lineage harvester consists of many scanners that scan the data sources in your configuration file and send their metadata to the Collibra Data Lineage server. Depending on the type of data source that you want to scan, the lineage harvester uses a different scanner. Each scanner requires different properties in the lineage harvester configuration file to access your data source and scan the metadata.Using the lineage harvesterYou can use more than one lineage harvester connected to a single Collibra Data Intelligence Cloud instance, if you want to separately process data sources on different servers. In this case, all lineage harvesters must share the same configuration file, but you can determine which data sources are relevant when you run the full-sync command.You can use different command options and arguments that you can use to perform various actions with the lineage harvester.PermissionsYou need a global role with the System Administration global permission, for example Sysadmin. This role must have access to all assets in the data sources in the configuration file and be able to create new relations between these assets.Typical workflowYou use the lineage harvester to run the full-sync command. That triggers the following actions:        The lineage harvester: Scans the data sources that are defined in the configuration file.Uploads the data source information to the Collibra Data Lineage server.The Lineage processor and repository on the Collibra Data Lineage server: Analyzes the data sources.Creates and stores the technical lineage.Uploads the Column assets that exist in CollibraData Catalog.Filters the results to show only relations between columns that are in Data Catalog.Data Catalog:Connects to the Collibra Data Lineage server to display the technical lineage.Imports new relations of the type Data Element sources / targets Data Element between existing data objects and assets of registered data sources to Data Catalog.Imports new relations of the type Column is target of / is source of Data Attribute between BI assets and existing assets of registered data sources to Data Catalog.The lineage harvester can only create Power BI and Looker assets if you included a reference to Power BI and Looker in the configuration file. No other assets are created during the process. Only new relations between existing or newly created Power BI and Looker assets in Data Catalog are created.Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. To ingest Snowflake data sources, the minimum requirement is Java Runtime Environment version 16 or newer, or OpenJDK 16 or newer.Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.To ingest Snowflake data sources, we recommend Java Runtime Environment version 16 or newer, or OpenJDK 16 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:Firewall rules so that the lineage harvester can connect to:The host names of all data sources in the lineage harvester configuration file.All Collibra Data Lineage servers in your geographic location:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The lineage harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the lineage harvester rescans all your data sources. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.The lineage harvester uses port 443.      Install the lineage harvesterBefore you can use the lineage harvester, you need to download it and install it. You can download the lineage harvester from the Collibra Community downloads page.Install your lineage harvester close to your data source or on the same server.If you only want to install the lineage harvester for:Power BI ingestion, click here.Looker ingestion, click here.If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an upgrade procedure.PrerequisitesYou have purchased Collibra Data Lineage.You have Collibra Data Intelligence Cloud 5.7.3 or newer.You meet the minimum system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.StepsDownload the lineage harvester.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help.What's next?You can now prepare the lineage harvester configuration file and run the lineage harvester again.Lineage harvesting app command options and argumentsAfter creating a configuration file, you can use the lineage harvester to perform specific actions with the data sources that are defined in your configuration file.If you run the lineage harvester in command line, you will see an overview of possible command options and arguments that you can use. If the lineage harvester process fails, you can use the technical lineage troubleshooting guide to fix your issue.Typical command options and argumentsThe following table shows the most commonly used command options and arguments.You can use more than one lineage harvester connected to a single Collibra Data Intelligence Cloud instance, if you want to separately process data sources on different servers. In this case, all lineage harvesters must share the same configuration file, but you can determine which data sources are relevant when you run the full-sync command.CommandDescriptionfull-syncUploads all of the metadata from the data sources mentioned in your configuration file to the Collibra Data Lineage server, where the metadata is then processed and uploaded to Data Catalog.-s <ID of data source>Uploads only the metadata from a specified data source. For example, full-sync -s myOracleDataSource. The specified data source must be mentioned in your configuration file.This command allows you to process data from a newly added data source or to refresh a data source in the configuration file, without refreshing the other data sources. This reduces the time you need to upload your data sources, since you only upload specific ones without affecting the others. If you want to process multiple data sources, add -s ID of another data source per data source to the command.You can use this argument multiple times to include multiple data sources.--no-matchingUploads a technical lineage without stitching the data objects in your technical lineage to the corresponding Column and Table assets in Data Catalog. As a result, you won't see the technical lineage of a specific Table or Column asset, but you can still see and browse the full technical lineage.syncWhereas full-sync ingests metadata onto the Collibra Data Lineage server, processes the metadata and syncs it with assets in Data Catalog, the sync command only performs this last part: it syncs the metadata—as it exists on the Collibra Data Lineage server—and your assets in Data Catalog.See the following example for advice on how to use the sync command to add a new data source without re-harvesting all data sources.ExampleLet's say you've run bin/lineage-harvester full-sync, to upload from all data sources, process the metadata and sync with Data Catalog. You then decide that you want to add a new data source, but not harvest all data sources again.Reference the new data source in the lineage harvester configuration file. Let's say that the new data source has the ID MyNewSource.Run bin/lineage-harvester load-sources -s MyNewSource, to load the new data source and create the ZIP file.Run bin/lineage-harvester analyze ${zip_file_from_step_2}, to analyze the new data source on the Collibra Data Lineage server.Run bin/lineage-harvester sync, to sync all of the data sources referenced in your configuration file and Data Catalog.-s <ID of data source>Syncs only the metadata on the Collibra Data Lineage server, from a specified data source. For example, sync -s myOracleDataSource. The specified data source must be mentioned in your configuration file.This command allows you to sync data from one data source without refreshing the other data sources. You must have previously uploaded the metadata to the Collibra Data Lineage server.Only the sources you specify are synced. This means that any previously ingested metadata from non-specified sources, in Data Catalog, is deleted, along with its existing technical lineage. If this is not your intention, consider using full-sync -s. With full-sync -s, all sources are synced, regardless of which sources are specified by the -s command. Therefore, any previously ingested metadata from non-specified data sources remains, as do the respective technical lineages.You can use this argument multiple times to include multiple data sources.load-sourcesDownloads all your data sources in a separate ZIP file, per data source, to the lineage harvester output folder.-s <ID of data source>Downloads only the data source with a specific ID. For example, load-sources -s myOracleDataSource.You can use this argument multiple times to include multiple data sources.cat passwords.json | ./bin/lineage-harvester <command-like-full-sync> --passwords-stdinProvides passwords of your Collibra Data Intelligence Cloud instance and the data sources in your configuration file to the lineage harvester without storing the passwords in the lineage harvester folder.You can replace cat passwords.json by a string generated by your password manager.test-connectionChecks the connectivity to the Collibra Data Lineage server and to Data Catalog. The logs will also show the IP addresses of the Collibra Data Lineage servers that you have to whitelist.This command is mostly used for troubleshooting purposes.--helpShows an overview of all supported command options and arguments that you can use in the lineage harvester.--versionShows the version of the lineage harvester that you are using.-Dlineage-harvester.log.dir=path/to/log/dirDetermine the path of the log file.Technical lineage password manager integration designWhen you run the lineage harvester, you can either:        Enter the passwords in the console. The passwords are then encrypted and stored in /config/pwd.conf.Lineage harvester 2022.05 includes an internal format change to the password manager pwd.conf file. This means that if you use Lineage harvester 2022.05, you can no longer use the pwd.conf file with an older lineage harvester version.        Provide the passwords via command line, in a prescribed JSON structure via stdin. This allows you to store the passwords locally in your password manager, instead of in your lineage harvester folder.     This topic provides guidance on how to structure the JSON file and which commands to use, to store the passwords locally in your password manager.Structure of the JSON fileIf you prepare a JSON file with your passwords, you have to name the file passwords.json.The JSON file must have two sections:        The catalogs section defines the connection information and credentials to your Collibra Data Intelligence Cloud instance. The sources section defines the connection information and credentials to your data sources. You use the same id as the id property in the lineage harvester configuration file.The JSON file must have the following structure: { catalogs: [ {  url : <url-to-collibra-cloud>,  username:<username-to-sign-in-to-collibra>,  password: <password-to-sign-in-to-collibra> } ], sources: [ {  id: <id-of-your-database>,  username: <database-username>,  password: <database-password> } ] }Examples of commandsWhen you run the lineage harvester, you can use one of the following commands to provide the passwords:Passwords locationCommanda locally stored JSON filecat passwords.json | ./bin/lineage-harvester full-sync --passwords-stdina custom script, for example from a password manager<prepare-passwords-command> | ./bin/lineage-harvester full-sync --passwords-stdinDepending on your password manager, you may need different parameters. For example, see the LastPass documentation for the parameters needed by LastPass.Connecting to a proxy serverTechnical lineage does not support proxy server authentication, but you can connect to a proxy server via the following commands.On WindowsSet the -D parameter to the JAVA_OPTS environment variable.              set JAVA_OPTS=-Dhttps.proxyHost=azusquid.imf.org -Dhttps.proxyPort=8080Run the lineage harvester in the same command line window:                .\bin\lineage-harvester.batOn other operating systemsTo access the hosts via a proxy server, run the following command: bin/lineage-harvester -Dhttps.proxyHost=<Hostname or IP address of the proxy> -Dhttps.proxyPort=<port number> full-syncIf you want to use a proxy with hostname proxy.example.com and port number 443, run the following command: bin/lineage-harvester -Dhttps.proxyHost=proxy.example.com -Dhttps.proxyPort=443To exclude hosts that should be accessed without going through the proxy server, add the following parameter: -Dhttp.nonProxyHosts=<host to exclude>.You can exclude multiple hosts by using the pipe character (|) to separate the hostnames or IP addresses to exclude. You can also use an asterisk (*) as a wildcard to match multiple hostnames or IP addresses.If you want to exclude hosts with hostname localhost and hosts with IP address 127.0.0.1 and all IP addresses starting with 192.168*, run the following command: bin/lineage-harvester -Dhttps.proxyHost=proxy.example.com -Dhttps.proxyPort=443 -Dhttp.nonProxyHosts=localhost|127.0.0.1|192.168* In your configuration file, the value of the source url or hostname property (depending on the data source), and the value in your -Dhttp.nonProxyHosts parameter, as described above, must both be either an IP address or a host name. You will get an error if, for example, you have a host name in the hostname property and an IP address in the -Dhttp.nonProxyHosts parameter.Prepare the lineage harvester configuration fileBefore you can visualize the technical lineage or ingest a BI source, you have to create a configuration file for the (meta)data sources that you want to process. This configuration file is used by the lineage harvester to extract data from (meta)data sources for which you want to create a technical lineage or you want to ingest.Technical lineage only supports a limited list of (meta)data sources.You can only use UTF-8 or ISO-8859-1 characters in all lineage harvester files.Each data source has an ID property. The ID string must be unique and human readable. The ID can be anything and is only used to identify the batch of metadata that is processed on the Collibra Data Lineage server.          The lineage harvester connects to different servers based on your geographical location and cloud provider. Make sure you have the correct system requirements before you run the lineage harvester. If your location or cloud provider changes, the lineage harvester rescans all your data sources.        Technical lineage supports the following means of authentication:            For all data sources, except for external directories: username and password.              Tableau: username and password or token-based authentication.              Google BigQuery data sources: username and password or a service account key file. For more information, see the Google BigQuery documentation. No other authentication methods are supported.The lineage harvester does not support proxy server authentication, but you can manually connect to a proxy server via command line. For more information, see Connecting to a proxy server.Comments in the lineage harvester configuration file are not supported.          If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an upgrade procedure.        For complete information on ingesting metadata from the following BI tools and creating a technical lineage, see the dedicated sections: Tableau:Via the Data Catalog user interface.Via the lineage harvester.Power BIPower BI (NEW)LookerMicroStrategySQL Server Reporting Services and Power BI Report ServerPrerequisitesYou have prepared the physical data layer in Data Catalog.You have a global role that has the System administration global permission.You have a global role that has the Manage all resources global permission.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have downloaded the lineage harvester and you have the necessary system requirements to run it.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.If you want to use a previously loaded data source, you have downloaded the SQL files of the data source to the lineage harvester.If you want to use an external directory, you have prepared a folder with data objects from the external directory.You have the necessary permissions to all database objects that the lineage harvester accesses.   For a detailed overview of the permissions that you need to access the data objects of your data sources, see the online version of this guide.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.Open the configuration file and enter the values for each property.      You can use the configuration file generator to create an example configuration file with the properties of your choosing. You can easily copy this example to your configuration file and replace the values of the properties to match your data source information.PropertiesDescriptiongeneralThis section describes the connection between Collibra lineage and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.Versions of the lineage harvester older than 1.1.2 show collibra instead of catalog.urlThe URL of your Collibra environment.You can only enter the public URL of your Collibra environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.useCollibraSystemNameIndication whether you want to use the system or server name of a data source to match to the System asset you created when you prepared the physical data layer. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false.If you keep the useCollibraSystemName property set to false, the lineage harvester ignores the collibraSystemName property in the rest of the configuration file.If you set the useCollibraSystemName property to true, the lineage harvester reads the value in the collibraSystemName property in all sections of the configuration file. It also reads the collibraSystemName property in the following files:The Informatica <source ID> configuration fileYou must prepare a <source ID> configuration file regardless of whether the useCollibraSystemName property in your lineage harvester configuration files is set to true or false.The IBM DataStage or SQL Server Integration Services connection definition configuration files. The Informatica Intelligent Cloud Services <source ID> configuration file.You must prepare a <source ID> configuration file regardless of whether the useCollibraSystemName property in your lineage harvester configuration files is set to true or false.The Power BI <source ID> configuration file.The JSON files with a predefined lineage. For SQL data sources, if the useCollibraSystemName property is:false, system or server names in table references in analyzed SQL code are ignored. This means that a table that exists in two different systems or servers is identified (either correctly or incorrectly) as a single data object, with a single asset full name.true, system or server names in table references are considered to be represented by different System assets in Data Catalog. The value of the collibraSystemName property is used as the default system or server name.By default, the useCollibraSystemName property is set to false. This property is not valid for Looker integration. We recommend that you leave this property set to false.Indicates whether or not you intend to use a Power BI <source-ID> configuration file to specify the system or server name of a data source to match to the System asset in Data Catalog during automatic stitching. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false.If you set this property to true, you must prepare a Power BI <source ID> configuration file.Indicates whether or not you intend to use a Tableau <source ID> configuration file to specify the system or server name of a data source, to match to the System asset you created when you prepared the physical data layer. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false.If you set this property to true, you must prepare a Tableau <source ID> configuration file.Indicates whether or no you intend to use a SQL Server Reporting Services and Power BI Report Server <source ID> configuration file, to specify the system or server name of a data source. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false.If you set this property to true, you must prepare a SQL Server Reporting Services and Power BI Report Server <source ID> configuration file.useSharedDbNameOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section describes the data sources for which you want to create the technical lineage. You have to create a configuration section for each data source. You can add multiple data sources to the same configuration file.<SQL directory properties>This configuration section contains the required information of one individual SQL directory with connection type Folder.idThe unique ID of the data source. For example, my_first_data_source.typeThe kind of data source. In this case, the value has to be SqlDirectory.pathThe full path to the SQL directory.maskThe pattern of the file names in the directory. By default, this is *.recursiveIndication of the files you want to harvest:false (default): Only harvest the files in directly under the folder in the SQL directory path.true: Harvest all files under the folder in the SQL directory path and subdirectories.dialectThe dialect of the database.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.If you want to use a Spark SQL data source, make sure that you have an AWS host.databaseThe name of your database, which is the full name of your Database asset.You have to use the same database name as the full name of the Database asset that you create when you prepare the physical data layer in Data Catalog.HiveQL, MySQL and Teradata data sources don't have schemas. Therefore, HiveQL, MySQL and Teradata databases are stored in Data Catalog and technical lineage as Schema assets. The technical lineage Browse tab pane shows the following names:                For HiveQL and Teradata: The database name is the name that you enter for the collibraSystemName property.The schema name is the name that you enter for the database property. For MySQL:The database name is the name that you enter for the database property.externalDbNameThis property can be considered a means of database mapping, to help preserve stitching. It is relevant only for HiveQL, MySQL and Teradata data sources, specifically because they are database-less data sources.You can add the key/value pair to the configuration file as follows: externalDbName: CDATASee an exampleLet’s say you ingest a HiveQL data source via Edge. Note that Edge gives the name “CDATA” for the database. The full path to a column is something like:Hive_123 (system) > CDATA (database) > Hive_ABC (schema) > Table > ColumnNow, because HiveQL is database-less, the value that you give for the database property in your configuration file is used as the schema name in the technical lineage, and the value you give for collibraSystemName is used as the database name. But if useCollibraSystemName is set to true, then the value of collibraSystemName is also used as the system name. In that case, in the full path to the column, the system name and the database name are the same:Hive_123 (system) > Hive_123 (database) > Hive_ABC (schema) > Table > Column                Notice the mismatch between the database names.The externalDbName property tells the lineage harvester to use the value that you specify here for the database name in the technical lineage, specifically CDATA”. This ensures that the full paths match and stitching is preserved.collibraSystemNameThe name of the data source's system or server. This is also the full name of your System asset in Data Catalog.You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.schemaThe name of the default schema, if not specified in the data source itself. This corresponds to name of your Schema asset.You must use the same schema name as the name of the Schema asset that you create when you prepare the physical data layer in Data Catalog.verboseIndication whether you want to enable verbose logging.By default this is set to True. If you don't want to use verbose logging, set it to False.<External directories>This configuration section contains the required information to connect to the following data sources:                Informatica PowerCenterSQL Server Integration Services (SSIS).IBM InsfoSphere DataStage            Make sure that you have prepared a local folder with the Informatica objects, SSIS files or DataStage files for which you want to create a technical lineage.collibraSystemNameThe name of the data source's system or server. If the useCollibraSystemName property is set to true, you must prepare a configuration file to provide the system information.idThe unique ID of your data source. For example, my_informatica.typeThe kind of data source. In this case, the value has to be ExternalDirectory.dirTypeThe type of external directory. The value has to be one of the following:infa, for an Informatica PowerCenter data source.ssis, for a SQL Server Integration Service data source.datastage, for a IBM InfoSphere DataStage source.pathThe full path to the folder where you stored the data source.maskThe pattern of the file names in the directory. By default, this is *.recursiveIndication whether you want to use recursive queries.By default, this is set to False. If you want to use recursive query, set it to True. <Informatica Intelligent Cloud Services Data Integration>This configuration section contains the required information to enable the lineage harvester to collect and process Data Integration objects.Make sure you have READ permission on all data objects that you want to harvest.typeThe kind of data source. In this case, the value has to be IICS.idThe unique ID that is used to identify the data source on the Collibra Data Lineage server. For example, my_data_integration.collibraSystemNameThe name of the Informatica server or system.You must prepare a <source ID> configuration file to provide this system information. This is true regardless of whether the useCollibraSystemName property is set to true or false.loginURLThe URL of the Informatica Intelligent Cloud Services environment sign-in page. For example: https://dm-us.informaticaintelligentcloud.com.usernameThe username you use to sign in to Informatica Intelligent Cloud Services.objectsThe objects that you want to export. Each object requires a path and a type, for example:objects: [ { path : Sales, type : Project }, { path : Finance/Task_Flows, type : Folder }, { path : Common/Task_Flows/tf_CalendarDimension, type : Taskflow } ]The following section provides information to identify and access Data Integration objects.For more information about the objects that you can export and the required information, see the Informatica documentation.pathThe full path to the object.typeThe type of the object. For example, Taskflow.IICS scanner's starting point is a Taskflow. Therefore the only meaningful types to export are: Taskflow, Project and Folder.The types are not case sensitive.paramFilesThe full path to the directory in which your parameter files are stored. This is an optional parameter that allows you to harvest parameter files in Informatica Intelligent Cloud Services data sources.The hierarchy of the files in the directory must be an exact match of the hierarchy of the files in your file system.Show me how to do this                    Create a directory for your parameter files.For this example, let's name the directory my-parameter-files.                                     In your lineage harvester configuration file, the value of the paramFiles property needs to be the full path to your parameter files directory, for example /full/path/<my-parameter-files>/.                   Copy your parameter files to your parameter files directory.Be sure to preserve the full path for each of your parameter files. For example, for parameter file /root/child/child2/paramfile.txt, run the following commands:cd /full/path/<my-parameter-files>/mkdir -p root/child/child2/cp /root/child/child2/paramfile.txt root/child/child2/<Matillion>This section contains the required information for Matillion.When you create a new project in Matillion, you define in which group you want to create the project, the project name and the environment name. This information is needed to enable the lineage harvester to access Matillion and scan your metadata.Currently, you can only create a technical lineage for Snowflake and Redshift projects in Matillion.idThe unique ID that is used to identify the data source on the Collibra Data Lineage server. For example, my_matillion_data_integration.typeThe kind of data source. In this case, the value has to be Matillion.urlThe URL of your Matillion environment. For example, https://<domain name> or https://<IP address>.groupNameThe name of your group in Matillion.projectNameThe name of your project in Matillion.You can only add the name of one project. If you want to create a technical lineage for other projects within the same group, create a new section in the lineage harvester configuration file.environmentNameThe name of your environment in Matillion.You can only add the name of one environment. If you want to create a technical lineage for other environments within the same project, create a new section in the lineage harvester configuration file.dialectThe dialect of the database.You can enter one of the following values:redshift, for an Amazon Redshift data source. snowflake, for a Snowflake data source.startTimestampThe timestamp of tasks in Matillion. You can use this parameter to limit the amount of metadata that the lineage harvester scans.If the startTimestamp field remains empty or is deleted from the configuration file, all accessible tasks are scanned.Matillion automatically removes entries older than seven days.collibraSystemNameThe name of the Matillion system or server.authThe section contains the authentication details for signing in to Matillion.typeThe authentication method you want to use to sign in to Matillion.The value must be either:            Basic, for username and password authentication.              Token, for token-based authentication.              These values are case-sensitive.usernameThe username that you use to sign in to Matillion.This property is only required if you are using the username and password authentication method. If you are using token-based authentication, do not include this property.<Custom lineage>This section contains the required information to connect to a custom lineage. You create a custom lineage by adding connection properties to a JSON file containing a predefined technical lineage.Make sure that you have prepared a local folder with the JSON file that contains the predefined technical lineage.In the local folder that you need to create, you can only have one JSON file. You can, however, add other files in the harvested directory and subdirectories and refer to those files from within the JSON file.idThe unique ID of your custom technical lineage. For example, MyCustomLineage.typeThe kind of data source. In this case, the value has to be ExternalDirectory.dirTypeThe type of external directory. In this case, the value is custom-lineage.pathThe full path to the folder where you stored the data source or JSON file.<database properties>This configuration section contains the required information of one individual data source with connection type JDBC.idThe unique ID of your data source. For example, my_second_data_source.typeThe kind of data source. In this case, the value has to be Database.usernameThe username that you use to sign in to your data source.dialectThe dialect of the database.You can enter one of the following values:azure, for an Azure SQL Server data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.If you want to use a Spark SQL data source, make sure that you have an AWS host.databaseNamesThe names or IDs of your databases.Enter the database names of your data source between double quotes () and put everything between square brackets. If you want to include more than one database, separate them by a comma. For example, [MyFirstDatabase, MySecondDatabase].You have to use the same database names as the full names of the Database assets that you create when you prepare the physical data layer in Data Catalog.HiveQL, MySQL and Teradata data sources don't have schemas. Therefore, HiveQL, MySQL and Teradata databases are stored in Data Catalog and technical lineage as Schema assets. The technical lineage Browse tab pane shows the following names:                For HiveQL and Teradata: The database name is the name that you enter for the collibraSystemName property.The schema name is the name that you enter for the database property. For MySQL:The database name is the name that you enter for the database property.externalDbNameThis property can be considered a means of database mapping, to help preserve stitching. It is relevant only for HiveQL, MySQL and Teradata data sources, specifically because they are database-less data sources.You can add the key/value pair to the configuration file as follows: externalDbName: CDATASee an exampleLet’s say you ingest a HiveQL data source via Edge. Note that Edge gives the name “CDATA” for the database. The full path to a column is something like:Hive_123 (system) > CDATA (database) > Hive_ABC (schema) > Table > ColumnNow, because HiveQL is database-less, the value that you give for the database property in your configuration file is used as the schema name in the technical lineage, and the value you give for collibraSystemName is used as the database name. But if useCollibraSystemName is set to true, then the value of collibraSystemName is also used as the system name. In that case, in the full path to the column, the system name and the database name are the same:Hive_123 (system) > Hive_123 (database) > Hive_ABC (schema) > Table > Column                Notice the mismatch between the database names.The externalDbName property tells the lineage harvester to use the value that you specify here for the database name in the technical lineage, specifically CDATA”. This ensures that the full paths match and stitching is preserved.connectAsServiceNameThe option to determine whether your Oracle database uses an Oracle service name or SID.True: Connect to an Oracle database that uses an Oracle service name. Enter the service name in the databaseNames property.False: Connect to an Oracle database that uses an SID. Enter the SID in the databaseNames property.This property is only valid for Oracle databases. It will be ignored for all other databases.hostnameThe name of your database host.collibraSystemNameThe name of the data source's system or server. This is also the full name of your System asset in Data Catalog.You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.           If the useCollibraSystemName property is:false (default), system or server names in table references in analyzed SQL code are ignored. This means that a table that exists in two different systems or servers is identified (either correctly or incorrectly) as a single data object, with a single asset full name.true, system or server names in table references are considered to be represented by different System assets in Data Catalog. The value of the collibraSystemName field is used as the default system or server name.portThe port number.customConnectionPropertiesAn option to enable the lineage harvester to read additional connection parameters. This parameter is only required in very specific situations. If you don't need it, you can remove it from the configuration file.You cannot currently use this property for Oracle data sources.<Google BigQuery database>This configuration section contains the required information for a Google BigQuery database.idThe unique ID of your data source. For example, my_third_data_source.typeThe kind of data source. In this case, the value has to be DatabaseBigQuery.projectIDsThe IDs of your Google BigQuery project. You can add multiple projects. For example, [ first-project, second-project, third-project ].You have to use the same project ID as the full name of the Database asset that you create when you prepare the physical data layer in Data Catalog.regionThe location of your BigQuery data. This is the region that you specified when you create a data set.You can only add one location as value. However, you can create separate BigQuery entries per location in the configuration file. As a result, you create a complete technical lineage with Google BigQuery data from different locations.This property is optional.authThe path to a JSON file that contains authentication information.For more information about setting up the authentication, see the Google Big Query user guide.collibraSystemNameThe name of the Google BigQuery system. This is also the full name of your System asset in Data Catalog. You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.<Snowflake database>This configuration section contains the required information for a Snowflake database.idThe unique ID of your data source. For example, my_fourth_data_source.typeThe kind of data source. In this case, the value has to be DatabaseSnowflake.usernameThe username that you use to sign in to your data source.hostnameThe URL that you use to access Snowflake web console. For example, <AccountName>.snowflakecomputing.com.collibraSystemNameThe name of the Snowflake system. This is also the full name of your System asset in Data Catalog. You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.databaseNamesThe names of your databases.Enter the database names of your data source between double quotes () and put everything between square brackets. If you want to include more than one database, separate them by a comma. For example, [MyFirstSnowflakeDatabase, MySecondSnowflakeDatabase]You have to use the same database names as the full names of the Database assets that you create when you prepare the physical data layer in Data Catalog.warehouseThe name of your virtual warehouse.This property is optional.customConnectionPropertiesAn option to enable the lineage harvester to read additional connection parameters. This parameter is only required in very specific situations. If you don't need it, you can remove it from the configuration file.If you get an OSCP scan error, you can turn OSCP checking off by using the following value: insecureMode=true.<SQL files in the lineage harvester output folder>This configuration section contains the required information for SQL files of a data source that were previously downloaded by the lineage harvester and is stored in the lineage harvester output folder.typeThe kind of data source. In this case, the value has to be LoadedSource.idThe unique ID of the data source that you uploaded to the lineage harvester folder. For example, my_loaded_snowflake_source.zipFileThe full path to the ZIP file that was created in the lineage harvester folder.<Tableau>This configuration section contains the required information for Tableau integration.sourcesThis section contains all Tableau connection properties.typeThe kind of data source. In this case, the value has to be Tableau.idThe unique ID to identify the Tableau metadata that was uploaded to the Collibra Data Lineage.This value can be anything as long as it is a unique. The lineage harvester uses the ID to identify a batch of data on the Collibra Data Lineage server.urlThe link to the data in Tableau.usernameThe username you use to sign in to the Tableau server.If you want to use token-based authentication, you need to replace username with tokenName. You must specify either username or tokenName; if both exist, then tokenName is used.tokenNameThe lineage harvester authentication token.For token-based authentication, use this property in your lineage harvester configuration file, instead of the username property. If both properties are present, tokenName is used.siteIdsThe site IDs of the Tableau sites that you want to include in the ingestion process.Ensure that you specify the correct value. The correct value is the URL of the site to which you want to sign in. When you manually sign in to Tableau Server or Tableau Online, the site ID is the value that appears after /site/ in the browser address bar. In the following example URLs, the site ID is MarketingTeam:Tableau Server: http://MyServer/#/site/MarketingTeam/projectsTableau Online: https://10ay.online.tableau.com/#/site/MarketingTeam/workbooksOn Tableau Server, however, the URL of the Default site does not specify the site. For example, the URL for a view named Profits, on a site named Sales, is http://localhost/#/site/sales/views/profits. The URL for this same view on the Default site is http://localhost/#/views/profits. The site name Sales does not figure in the URL. If you can't see the site ID, leave this property empty: siteIds: []If you want to ingest two Tableau sites Site 1 and Site 2, you can enter the following information in the siteIds property: [site ID of Site 1, site ID of Site 2].siteNamesThe site names of the corresponding site IDs.This property is:Optional for Tableau ServerMandatory for Tableau Online.If you have Tableau Server and you don't use this property, you must delete it from your configuration file. Don't leave the property in the configuration file without a value.restOnlyIndication whether or not you would like to use both the Tableau REST API and Tableau Metadata API to harvest Tableau metadata.false (default): The lineage harvester will use the REST API and Metadata API to harvest Tableau metadata.true: The lineage harvester will only use the REST API to harvest Tableau metadata.If you only allow the lineage harvester to use the Tableau REST API, the harvester won't be able to process the necessary information for the technical lineage and the automatic stitching of Column assets to Tableau Data Attribute assets will not be possible.collibraSystemNameRegardless of the value set for the useCollibraSystemName property, the following is true:You must include this property in your configuration file.You can leave this property empty.Any value that you give is ignored.If the useCollibraSystemName property is set to true, you must prepare a Tableau <source ID> configuration file. In that case, the CollibraSystemName property in the <source ID> configuration file is taken into account.This is a legacy property that will be deprecated in a future release.domainIdThe unique reference ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the Tableau assets.You can ingest Tableau assets in one or more domains in Collibra. The following table identifies which properties and which configuration files to use, depending on whether you want to ingest in one or multiple domains.If you want to...Then...Ingest in a single domain in CollibraRefer to the single domain reference ID in this domainID property.Ingest in multiple domains in CollibraDo both of the following:Mention a domain reference ID in this domainID property, for your Tableau Server asset.Refer to all relevant domain reference IDs in the domainMapping section of the Tableau <source ID> configuration file, for your Tableau site, Tableau project and all child assets.The domainID property represents the default domain. Tableau assets that are not mapped to specific domains via the domainMapping section of the Tableau <source ID> configuration file, for example Tableau Server assets, are ingested in this default domain.How do I find a domain reference ID?Open the relevant domain in Collibra. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the reference ID is in bold.excludeImagesOptional parameter for excluding the downloading of images. To exclude the downloading of images, set this property to true.pagingOptional parameter for customizing the Tableau API pagination settings.The default values are sufficient in most cases; however, you can decrease them to help mitigate node limit errors, or increase them to speed up API calls.The complete list of pagination settings, descriptions and default values paging: { databasesPageSize: 100, tablesPageSize: 100, tablesColumnsPageSize: 100, tableColumnsPageSize: 1000, datasourcesPageSize: 50, datasourcesFieldsPageSize: 50, datasourceFieldsPageSize: 100, worksheetsPageSize: 100, worksheetsFieldsPageSize: 100, worksheetFieldsPageSize: 1000, dashboardsPageSize: 100, columnsLimit: 20, fieldsLimit: 20 } Settings per metadata type and descriptionsMetadata typeSetting and descriptionDashboarddashboardsPageSize: The number of dashboards per page.WorksheetworksheetsPageSize: The number of worksheets per page.worksheetsFieldsPageSize: The number of worksheet fields per page.DatabasedatabasesPageSize: The number of databases per page.TabletablesPageSize: The number of tables per page.tablesColumnsPageSize: The number of table columns per page.Table columnstableColumnsPageSize: The number of table columns per page.Data sourcedatasourcesPageSize: The number of data sources per page.datasourcesFieldsPageSize: The number of data source fields per page.columnsLimit: The number of data source field columns per page.fieldsLimit : The number of referenced data source fields per page.Data source fielddatasourceFieldsPageSize: The number of data source fields per page.columnsLimit: The number of data source field columns per page.fieldsLimit : The number of referenced data source fields per page.<Power BI>This configuration section contains the required information for Power BI integration.You have to purchase the Power BI connector and lineage feature. Then you need to add the Power BI connection properties to both the lineage harvester configuration file and the Power BI harvester configuration file to ingest Power BI metadata into Data Catalog.typeThe kind of data source. In this case, the value has to be ExistingLineage.idThe unique ID of the Power BI metadata you harvested via the Power BI harvester.You must use the same ID as the value you used in the Power BI configuration file sourceID property.<Looker>This configuration section contains the required information for Looker integration.collibraSystemNameThe name of the Looker system or server. If the useCollibraSystemName property is set to true, you must prepare a configuration file to provide the system information.idThe unique ID of your Looker metadata. For example, my_looker.This value can be anything as long as it is unique and human readable. The ID identifies the batch of Looker metadata on the Collibra Data Lineage server.typeThe kind of data source. In this case, the value has to be Looker.lookerUrlThe URL to your Looker API. There are two ways to find the Looker API URL:In the API Host URL field in the Looker Admin menu. If this field is empty, you can use the default Looker API URL which you can find in the interactive API documentation.In the interactive API documentation URL. It is the part of the URL before /api-docs/.clientIdThe username you use to access the Looker API.domainIdThe unique ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the Looker assets.<MicroStrategy>This configuration section contains the required information for MicroStrategy integration.typeThe kind of data source. In this case, the value has to be MicroStrategy.collibraSystemNameThis property is deprecated for MicroStrategy integration. The lineage harvester does not take into account any value that you enter here.idThe unique ID of your MicroStrategy metadata. For example, my_microstrategy.This value can be anything as long as it is unique and human readable. The ID identifies the batch of MicroStrategy metadata on the Collibra Data Lineage server.domainIdThe unique reference ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the MicroStrategy assets.usernameThe username that you use to sign in to MicroStrategy.hostnameThe endpoint that you use to access the PostgreSQL repository or remote data source, depending on where you installed the lineage harvester. For example remote.postgres.com.portThe port number.databaseNameOptionally, the name of your database. For example poc_metadata.<SQL Server Reporting Services and Power BI Report Server>This configuration section contains the required information for SQL Server Reporting Services and Power BI Report Server integration. collibraSystemNameRegardless of the value set for the useCollibraSystemName property, the following is true:You must include this property in your configuration file.You can leave this property empty.Any value that you give is ignored.If the useCollibraSystemName property is set to true, you must prepare a SQL Server Reporting Services and Power BI Report Server <source ID> configuration file. In that case, the CollibraSystemName property in the <source ID> configuration file is taken into account.This is a legacy property that will be deprecated in a future release.idThe unique ID to identify the SSRSmetadata that was uploaded to the Collibra Data Lineage server.This value can be anything as long as it is a unique. The lineage harvester uses the ID to identify a batch of data on the Collibra Data Lineage server.typeThe kind of data source. In this case, the value has to be SSRS or PBIRS.There is no difference between type SSRS or PBIRS.urlThe URL to the server's web portal. By default, the URL is http://<computer-name>/reports. For example, http://1.23.45.678/PowerBIReports.usernameThe username you use to sign in to the web portal.If you use NTLM authentication, your username also contains the NTLM domain name. For example MyDomain\\username.domainIdThe unique ID of the domaindomain in Collibra Data Intelligence Cloud in which you want to ingest the SSRS assets.Finding the domain IDOpen the domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.folderFilterAn option to exclude specific folders that contain reports or KPIs from the ingestion process.You can add multiple folders by listing folder names, providing the full path to folders or by using a wildcard:Use folder names when the folder name is unique: [folder 1, folder 2]Use the full path to the folder to only ingest a specific folder: [/database1/folder1, /database2/folder2]Use a wildcard to ingest all child folders or a specific folder: [/folder1/*, /folder2/*]You can also use a combination of these methods. For example, [folder 1, /database/folder2, /folder3/*]This property must be included in your configuration file and it cannot be empty. If you want to ingest all folders, use *, for example: folderFilter:[*].For more information about connecting to a SSRS or PBRS folder, see the Microsoft documentation.<Power BI (NEW)>This configuration section contains the required information for Power BI (NEW) integration.typeThe kind of data source. In this case, the value has to be PowerBI.idThe unique ID to identify the Power BI service metadata that was uploaded to the Collibra Data Lineage server.tenantDomainThe Power BI tenant domain is the domain associated with the Microsoft Azure tenant.This domain is either a default domain or a custom domain. For example, collibrapowerbi.onmicrosoft.com.Usually, you can find a list of Power BI tenant or server domains in your Azure Active Directory or in the top right menu.loginFlowThis section describes the authentication information for accessing your Power BI metadata.The lineage harvester supports two authentication methods: service principal, and username and password. For complete information on your authentication options, see Authentication.typeThis depends on the authentication method you use.Service principle: The value should be ServicePrincipal.Username and password: The value should be ResourceOwnerPasswordCredentials.applicationIdThe unique ID of the Microsoft Azure Application (client) ID.usernameThe email address of your Azure Active Directory user.This property only applies if you are using the username and password authentication method. domainIdThe reference ID of the domain in Collibra in which you want to ingest Power BI metadata.collibraSystemNameRegardless of the value set for the useCollibraSystemName property, the following is true:You must include this property in your configuration file.You can leave this property empty.Any value that you give is ignored.If the useCollibraSystemName property is set to true, you must prepare a Power BI <source-ID> configuration file. In that case, the CollibraSystemName property in the <source ID> configuration file is taken into account.This is a legacy property that will be deprecated in a future release.Save the configuration file.Start the lineage harvester again and do one of the following:      To process data from all data sources in the configuration file, run the following command: For windows:.\bin\lineage-harvester.bat full-syncFor other operating systems:./bin/lineage-harvester full-syncTo process data from specific data sources in the configuration file, run the following command:      For windows:.\bin\lineage-harvester.bat full-sync -s ID of the data sourceFor other operating systems:./bin/lineage-harvester full-sync -s ID of the data sourceThe lineage harvester sends the data source information to a Collibra Data Lineage server using Collibra REST API, where it is parsed and analyzed. As a result, the technical lineage is created and shown in Data Catalog.When prompted, enter the passwords to connect to Collibra and your data sources. Do one of the following:            Enter the passwords in the console.The passwords are encrypted and stored in /config/pwd.conf.Provide the passwords via command line.The passwords are stored locally and not in your lineage harvester folder.If the lineage harvester log shows an error message or the harvesting process fails, you can use the technical lineage troubleshooting guide to fix your issue.What's next?If you prepared the physical data layer and have the required permissions, you can go to the asset page of a Table, Column Power BI Column or Looker Look asset from the data source that you added in the configuration file and visualize the technical lineage. The technical lineage shows the data source information of data sources that have been successfully analyzed and processed.The lineage harvester can also use scheduled jobs to synchronize the data sources on fixed times.You can check the progress of the technical lineage creation in Activities. The Results field indicates how many relations were imported into Data Catalog. Go to the status page to see the log files of the SQL analysis.The configuration file generatorThe configuration file generator helps you create your lineage harvester configuration file more easily by providing the structure of the file with the correct properties per data source.The lineage harvester configuration fileThe lineage harvester uses a configuration file when it connects to Data Catalog via Collibra REST API. The configuration file contains references to the data sources for which you want to create a technical lineage. You have to prepare the configuration file if you want to create a technical lineage and add new relations of the type Data Element targets / sources Data Element between existing assets in Data Catalog and Column is target of / is source of Data Attribute between assets from ingested BI sources and assets in Data Catalog. You have to save the configuration file in the config directory in the lineage harvester folder.Empty configuration fileWhen you run the lineage harvester for the first time, it creates an empty configuration file. To create a technical lineage, you have to manually add properties and values, per data source, to this configuration file.The following image shows an example of the empty configuration file created by the lineage harvester. { general : { catalog : { url : , username : , }, useCollibraSystemName : false }, sources : [ { type : Database, id : MyDB, hostname : , username : , dialect : , collibraSystemName : , databaseNames : [ ], port : 1521 } ] }Configuration file generatorThe configuration file generator is only available in the online version of this guide.The configuration file generator creates an example configuration file with the data source properties of your choosing:Scroll down to the configuration file example.Paste the example in your empty configuration file in the lineage harvesterconfig folder.Replace the values in the example to match your actual data source information. Make sure you understand each property and know which values you must use to access your data source information.Run the lineage harvester.Some browser plug-ins may slow the configuration file generator down.Lineage harvester configuration fileSource-specific configuration files{ general: { catalog : { url : https://companydomain.collibra.com, username : my-Collibra-username }, useCollibraSystemName : false }, sources : [ { collibraSystemName : datastage-system-name, id : datastage_source, type : ExternalDirectory, dirType : DATASTAGE, path : /path/to/the/datastage/folder/, mask : *, recursive : false } { collibraSystemName : infa-system-name, id : informatica_source, type : ExternalDirectory, dirType : INFA, path : /path/to/the/informatica/folder/, mask : *, recursive : false } { collibraSystemName : ssis-system-name, id : datastage_source, type : ExternalDirectory, dirType : SSIS, path : /path/to/the/ssis/folder/, mask : *, recursive : false } { type : IICS, id : iics_source, collibraSystemName : iics-development, loginUrl : https://dm-us.informaticaintelligentcloud.com, username : login-iics objects : [ { path : Default/Sales, type : Project }, { path : My Project/Statistics, type : Project } ] } { id : my-matillion-project, type : Matillion, url : https://my-domain, groupName : my-matillion-group, projectName : redshift-project, environmentName : redshift-environment, dialect : redshift, startTimestamp : 1594080796911, collibraSystemName: Matillion-system, auth: { type: Basic, username: ec2-user } } { type: Tableau, id: unique-ID, url: URL to Tableau server?, username: Admin, siteIds: [site ID of Tableau Site 1, site ID of Tableau Site 2], siteNames: [site name of Tableau Site 1, site name of Tableau Site 2], restOnly: false, collibraSystemName: tableau-system-name, domainId: Domain-resource-ID, excludeImages: true, paging: { pagination-setting: 100, pagination-setting-2: 100 } } { collibraSystemName : looker, id : looker-source, type : Looker, lookerUrl : https://<instance-name.api.looker.com, clientId : my-looker-api-user-name, domainId : 22258f64-40b6-4b16-9c08-c95f8ec0da26 } { type : ExistingLineage, id : MyPowerBISourceID } { collibraSystemName: , id: <unique-id>, type: SSRS, url: http://<IP address or computer name>/Reports, username: <server-api-user-name>, domainId: <domain-resource-id>, folderFilter: [/Folder1/*, Folder2] } { collibraSystemName : custom-system-name, id : MyCustomLineage, type : ExternalDirectory, dirType : custom-lineage, path : /path/to/custom-lineage/dir } { type : LoadedSource, id : MySource, zipFile : /path/to/source-MySource.zip } { id : database_source, type : Database, username : MyUsername, dialect : hive, databaseNames : [MyDefaultDbName], hostname : localhost, collibraSystemName : apache-hive-system, port : 1521, customConnectionProperties : } { id : oracle_source, type : Database, username : MyUsername, dialect : oracle, databaseNames : [oracle-service-name], connectAsServiceName : true, hostname : localhost, collibraSystemName : oracle-system-name, port : 1521 } { id : bigquery_source, type : DatabaseBigQuery, projectIDs : [ bigquery_project1, bigquery_project2 ], region: europe-west1 auth : /path/to/the/authentication/file.json, collibraSystemName : bigquery-system-name } { id : snowflake_source, type : DatabaseSnowflake, username : MyUsername, hostname : MyAccountName.snowflakecomputing.com, collibraSystemName : snowflake-system-name, databaseNames : [MyFirstDbName,MySecondDbName], warehouse : MySnowflakeWarehouseName, customConnectionProperties : } { type: Microstrategy, id: microstrategy-batch, collibraSystemName: system-name, domainId: <domain-resource-id>, username: mstr, hostname: remote.postgres.com, port: 5432, databaseName: poc_metadata } { type : PowerBI, id : power-bi-1, tenantDomain: collibra3.onmicrosoft.com, loginFlow: { type: ServicePrincipal, applicationId: be560fac-7545-4ce2-ad9f-cbce14c59af6 }, domainId: domain-reference-ID, collibraSystemName: collibra-system-name } { id : sqldirectory_source, type : SqlDirectory, path : /path/to/the/sql/folder/, mask : *, recursive : false, dialect : db2, database : MyDefaultDbName, collibraSystemName : data-source-system, schema : MyDefaultDbSchema, verbose : true } ] }Informatica PowerCenterThe following example shows an Informatica PowerCenter <source ID> configuration file. { connectionDefinitions: { oracle_source: { dbname: oracle-source-database-name1, schema: my Oracle source schema, dialect: oracle }, oracle_target: { dbname: oracle-target-database-name2, schema: my other oracle target schema, dialect: oracle } }, collibraSystemNames: { databases: [ { dbname: oracle-source-database-name1, collibraSystemName: oracle-system-name1 }, { dbname: oracle-target-database-name2, collibraSystemName: oracle-system-name2 } ], connections: [ { connectionName: oracle-connection-name1, collibraSystemName: oracle-system-name1 }, { connectionName: oracle-connection-name2, collibraSystemName: oracle-system-name2 } ] } } SQL Server Integration ServicesThe following example shows an SQL Server Integration Services connection definitions configuration file. { ConnStringRegExTranslation: {   Data Source=dhb-sql-prod;Initial Catalog=SFG_repl_staging;Provider=SQLNCLI11;Integrated Security=SSPI.*: {   dbname: DATAHUB,   schema: DBO,   dialect: mssql,   collibraSystemName : WAREHOUSE  },   Server=sb-dhub;User ID=SYS_USER;Initial Catalog=STAGEDB;Port=6306.*: {   dbname: STAGEDB,   schema: STAGE_OWNER,   dialect: sybase,   collibraSystemName :   }  } } IBM InfoSphere DataStageThe following example shows a DataStage connection definitions configuration file. { OdbcDataSources: {  oracle-data-source: {   dbname: my-oracle-database,   schema: my-oracle-schema,   dialect: oracle,   collibraSystemName: my-system  },  mssql-data-source: {   dbname: my-mssql-database,   schema: my-mssql-schema,   dialect: mssql,   collibraSystemName: my-system  } }, NonOdbcConnectors: {    admin@database-name: {   dbname: my-netezza-database,   schema: my-netezza-schema,   dialect: netezza,   collibraSystemName: my-system  },  admin@second-database-name: {   dbname: my-second-netezza-database,   schema: my-second-netezza-schema,   dialect: netezza,   collibraSystemName: my-system  } }  } Informatica Intelligent Cloud ServicesThe following example shows an Informatica Intelligent Cloud Services <source ID> configuration file. { collibraSystemNames: { connections: [ { connectionName: DG_con_standby_cmdm_clientors, collibraSystemName: PUBLIC }, { connectionName: DG_con_dev_dg_dgiauser_su, collibraSystemName: PUBLIC } ] }, connectionDefinitions: [ { connectionName: DG_con_standby_cmdm_clientors, databaseName: main, schemaName: dbo, dialect: oracle }, { connectionName: DG_con_dev_dg_dgiauser_su, databaseName: main, schemaName: dbo, dialect: oracle } ] } TableauThe following example shows a Tableau <source ID> configuration file. { collibraSystemNames: {  databases: [   {    hostName: tableau-server.us-east-1.rds.amazonaws.com,    collibraSystemName: public   }  ],   files: [   {filePath: C:\\ProgramData\\Tableau\\Tableau Server\\data\\files\\sample.xls,    collibraSystemName: sample-files   }  ],  connectors: [   {    connectorUrl: tableau-server-connector-url.com,    collibraSystemName: Oracle-connector   }  ],  cloudFiles: [   {    name: file-name,    collibraSystemName: FILE   }  ] }, databaseMapping: { it1166-imm-int.ccd4.eu-west-1.rds.amazonaws.com:1521:IMMINT }, domainMapping: { <site_name>: domain-reference-id, <site_name> > <project_name>: domain-reference-id, <site_name> > <project_name> > <subproject_name>: domain-reference-id } } LookerThe following example shows a Looker <source ID> configuration file. { Connections: { connection-object1: { dialect: mssql, schema: mssql-schema-name, dbname: mssql-database-name, collibraSystemName: mssql-system-name }, connection-object2: { dialect: oracle, schema: oracle-schema-name, dbname: oracle-database-name, collibraSystemName: oracle-system-name } } } SQL Server Reporting Services and Power BI Report ServerThe following example shows a SQL Server Reporting Services and Power BI Report Server <source ID> configuration file. { DataSources: { Redshift: { dbname: redshift-database-name, schema: redshift-schema-name, dialect: redshift, collibraSystemName: redshift-system-name }, Oracle: { dbname: oracle-database-name, schema: oracle-schema-name, dialect: oracle, collibraSystemName: oracle-system-name } }, CustomDataSources: /path to report/custom data souce name: { dbname: mssql-database-name, dialect: mssql } } } Power BI (NEW)The following example shows a Power BI <source ID> configuration file. { found_dbname=databasename1;found_hostname=*: { dbname: mssql-database-name, schema: mssql-schema-name, dialect: mssql, collibraSystemName: mssql-system-name }, found_dbname=databasename2;found_hostname=server-name.onmicrosoft.com: { dbname: oracle-database-name, schema: oracle-schema-name, dialect: oracle, collibraSystemName: oracle-system-name }, filters:[ { domainId: <domain-ref-id>, description: FirstFilter, workspaceNames: [workspace1, workspace2], workspaceIds: [id3,id4], capacityNames: [capacity1,capacity2] }, { domainId: <domain-ref-id>, description: SecondFilter, workspaceNames: [workspace3, workspace4], capacityIds: [id1,id2] } ] } Prepare an external directory folderIf you want to create a technical lineage for an external directory such as Informatica PowerCenter, SQL Server Integration Services (SSIS) or IBM InfoSphere DataStage, you must prepare a folder with the external directory's data source files.If the external directory files do not have the necessary information, for example a database and a schema, to stitch the data sources, you have to provide the connection definitions manually via a JSON configuration file. This is required at each connection, regardless of whether the useCollibraSystemName property in the lineage harvester configuration file is set to true or false.Go to the online version of the user guide for more detailed steps and examples.You can also create and configure a JSON file to define a custom technical lineage.For best technical lineage results, we recommend harvesting JDBC sources when possible, rather than using an external directory of source files. If harvesting a JDBC source is not possible, the files in your external directory need to be ordered alphabetically.Prerequisites        You have IBM InfoSphere Information Server version 11.5 or newer.      You have Informatica PowerCenter version 9.6 or newer.You have SQL Server Integration Services 2012 or newer with package format version 6 or newer.You have Microsoft Visual Studio version 2012 or newer.You have downloaded the lineage harvester and you have the necessary system requirements to run it.You have prepared the physical data layer in Data Catalog.      To stitch the data objects in the source and target data sources in external directories with Data Catalog assets, you first have to register those data sources in Data Catalog.If you want to create a technical lineage for Informatica Intelligent Cloud Services Data Integration, you don't have to create a folder with data source files. You add your data source information directly to the lineage harvester configuration file.Steps to create a technical lineage for Informatica PowerCenterCreate a local folder.Export the Informatica objects or repository for which you want to create a technical lineage to the local folder.      All XML and parameter files, for example PAR, TXT or PRM files in this folder and its subfolders are taken into account when you create a technical lineage, but Collibra Data Lineage only shows a technical lineage for workflows that have mappings with sources, transformations and targets. Collibra supports the most common Informatica PowerCenter transformations. For more information, see the Informatica PowerCenter documentation.A technical lineage is created when the following tags are present in your XML file:<REPOSITORY><FOLDER><SOURCE> / <TARGET><SESSION><MAPPING><TRANSFORMATION> (within a <MAPPING> tag)Put your parameter files in the right location.If...Then...all parameter files are PAR filesNo action requirednot all parameter files are PAR filesCreate a new folder in the local folder.Name the folder techlin-param.Move all parameter files that are used by the exported XML to the techlin-param folder.In the lineage harvester configuration file, set the recursive property to true.The lineage harvester only takes into account parameter files in the techlin-param folder.Optionally, create a source ID configuration file with connection definitions and system names:      If you previously created a technical lineage for Informatica PowerCenter with connection definitions, the connection_definitions.conf file will still be taken into account.Create a new JSON file in the lineage harvester config folder.Give the JSON file the same name as the value of the Id property in the lineage harvester configuration file. The value of the Id property in the lineage harvester configuration file is informatica-source-1. As a result, the name of your JSON file should be informatica-source-1.conf.For each data source, add the following content to the JSON file:              PropertyDescriptionconnectionDefinitionsThis section contains the connection properties to a source in Informatica PowerCenter.<connectionName>The type of your source or target data source.This section contains the connection properties to a source or target in Informatica PowerCenter.dbnameThe name of your source or target database.schemaThe name of your source or target schema.dialectThe dialect of the referenced database.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.collibraSystemNamesThis section contains the system or server name that is specified in your database and referenced in your connection.This section is only required when the useCollibraSystemName flag in the lineage harvester configuration file is set to true.databasesThis section contains the database information. This is required to connect directly to the system or server of the database.dbnameThe name of the database. The database name is the same as the name you entered in the <connectionName> section.collibraSystemNameThe system or server name of the database.connectionsThis section contains the connection information. This is required to reference to the system or server of the connection.connectionNameThe name of the connection.collibraSystemNameThe system or server name of the connection.If you are using variables in Informatica PowerCenter, add the value of the variable instead of the name in the connection definitions JSON file. For example, if the parameter file contains $DBConnection_dwh=DWH_EXPORT then you add the following connection definitions to the JSON file: { DWH_EXPORT: { dbname: DWH, schema: DBO } }Add a new section for Informatica PowerCenter to the lineage harvester configuration file.Example of the connection_definitions.conf file { connectionDefinitions: { oracle_source: { dbname: oracle-source-database-name1, schema: my Oracle source schema, dialect: oracle }, oracle_target: { dbname: oracle-target-database-name2, schema: my other oracle target schema, dialect: oracle } }, collibraSystemNames: { databases: [ { dbname: oracle-source-database-name1, collibraSystemName: oracle-system-name1 }, { dbname: oracle-target-database-name2, collibraSystemName: oracle-system-name2 } ], connections: [ { connectionName: oracle-connection-name1, collibraSystemName: oracle-system-name1 }, { connectionName: oracle-connection-name2, collibraSystemName: oracle-system-name2 } ] } } Steps to create a technical lineage for SQL Server Integration ServicesCreate a local folder.Export the SSIS files for which you want to create a technical lineage.      You can export them directly from the SQL Server Integration Services repository or via Microsoft Visual Studio. For more information, see the SQL Server Integration Services documentation.Store the SSIS files to your local folder. Typically, the folder contains the following files:SSIS package files (DTSX), containing the SQL Server Integration Services source code.Connection manager files (CONMGR), containing environment and connection information.Parameter files (PARAMS), if applicable.All files in this folder and subfolders are taken into account when you create a technical lineage. The lineage harvester automatically detects data sources in the SSIS files.Optionally, configure the connection definitions: If the useCollibraSystemName in the lineage harvester configuration file is set to true, you must provide the connection_definitions.conf file.Create a new JSON file in the local folder.Name the JSON file connection_definitions.conf.For each supported data source, specify the relevant translations.PropertyDescriptionConnStringRegExTranslationThe parent element that opens the connection definitions.<regular expression>A regular expression that must match one or more connection strings.Important considerations:By default, the regular expression is not case sensitive. As a consequence, a regular expression can match with connection strings containing uppercase characters or lowercase characters.The connection string is part of the SSIS connection manager.SSIS connection managers are included in an SSIS package files (DTSX) or in connection manager files (CONMGR).Regular expression: Server=sb-dhub;User ID=SYB_USER2;Initial Catalog=STAGEDB;Port=6306.*Explanation: The first section, up to .*, is a literal, but not case-sensitive, match of the characters. The dot (.) can match any single character. The asterisk (*) means zero or more of the previous, in this case any character.Match: Any connection string that starts with Server=sb-dhub;User ID=SYB_USER2;Initial Catalog=STAGEDB;Port=6306. Example: Server=sb-dhub;User ID=SYB_USER2;Initial Catalog=STAGEDB;Port=6306;Persist Security Info=True;Auto Translate=False;.dbnameThe name of your database, to which the data source connection refers.schemaThe name of your schema, to which the regular expression refers.dialectThe dialect of the referenced database.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.collibraSystemNameThe name of the referenced data source's system or server.This property is only required when you set the useCollibraSystemName property in the lineage harvester configuration file to true. If this property is set to false, you can remove the collibraSystemName property or enter an empty string.You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.If the “useCollibraSystemName property is:false, system or server names in table references in analyzed SQL code are now ignored. This means that a table that exists in two different systems or servers is identified (either correctly or incorrectly) as a single data object, with a single asset full name.true, system or server names in table references are considered to be represented by different System assets in Data Catalog. The value of the collibraSystemName field is used as the default system or server name.Add a section for SQL Server Integration Services to the lineage harvester configuration file.Example of the connection_definitions.conf file { ConnStringRegExTranslation: {   Data Source=dhb-sql-prod;Initial Catalog=SFG_repl_staging;Provider=SQLNCLI11;Integrated Security=SSPI.*: {   dbname: DATAHUB,   schema: DBO,   dialect: mssql,   collibraSystemName : WAREHOUSE  },   Server=sb-dhub;User ID=SYS_USER;Initial Catalog=STAGEDB;Port=6306.*: {   dbname: STAGEDB,   schema: STAGE_OWNER,   dialect: sybase,   collibraSystemName :   }  } } Steps to create a technical lineage for DataStageCreate a local folder.Export the DataStage project files (DSX) for which you want to create a technical lineage.You can either export a DataStage project manually or automatically via command line. Store the DataStage files in your local folder.Optionally, if your DataStage project uses environment variables, manually export the environment files (ENV).Give the environment files the same name as the DataStage project files. For example, if your project file is named datastage-project-1.dmx, you have you name your environment file datastage-project-1.env.Store the environment files in the same local folder.         The lineage harvester only supports DSX and ENV files.You can have one DSX file per DataStage project.You can have one or none ENV file per DSX file.The name of the DSX file and the ENV file has to be the same.Optionally, configure the connection definitions:      Create a new JSON file in the local folder.Name the JSON file connection_definitions.conf.For each data source, specify the relevant translations:PropertyDescriptionOdbcDataSourcesOpen Database Connectivity data sources in IBM InfoSphere DataStage for which you want to create a technical lineage.<data-source-name>The ODBC data source name that you use in your DataStage projects.This section contains the properties to translate the database, schema and dialect.dbnameThe name of your database, to which the ODBC data source connection refers.schemaThe name of your schema, to which the ODBC data source connection refers.dialectThe dialect of the referenced database.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.collibraSystemNameThe name of the data source's system or server.This property is only required when you set the useCollibraSystemName property in the lineage harvester configuration file to true. If this property is set to false, you can remove the collibraSystemName property or enter an empty string.You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.NonOdbcConnectorsOther data source connectors in IBM InfoSphere DataStage for which you want to create a technical lineage. For example, DB2, Oracle or Netezza.This section is optional.<data-source-connector-ID>The data source username and database of the connector that you use in your DataStage projects. This usually looks like for example admin@database-name. The combination of the username and database name should be unique.The following section contains the properties to translate the database, schema and dialect.dbnameThe name of your database, to which the data source connection refers.schemaThe name of your schema, to which the data source connection refers.dialectThe dialect of the referenced database.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hana-cviews, for SAP Hana data calculation views.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.collibraSystemNameThe name of the data source's system or server.This property is only required when you set the useCollibraSystemName property in the lineage harvester configuration file to true. If this property is set to false, you can remove the collibraSystemName property or enter an empty string.You must use the same system name as the full name of the System asset that you create when you prepare the physical data layer in Data Catalog. If you don't prepare the physical data layer, Collibra Data Lineage cannot stitch the data objects in your technical lineage to the assets in Data Catalog.Add a section for IBM InfoSphere DataStage to the lineage harvester configuration file.Example of the connection_definitions.conf file { OdbcDataSources: {  oracle-data-source: {   dbname: my-oracle-database,   schema: my-oracle-schema,   dialect: oracle,   collibraSystemName: my-system  },  mssql-data-source: {   dbname: my-mssql-database,   schema: my-mssql-schema,   dialect: mssql,   collibraSystemName: my-system  } }, NonOdbcConnectors: {    admin@database-name: {   dbname: my-netezza-database,   schema: my-netezza-schema,   dialect: netezza,   collibraSystemName: my-system  },  admin@second-database-name: {   dbname: my-second-netezza-database,   schema: my-second-netezza-schema,   dialect: netezza,   collibraSystemName: my-system  } }  } What's nextYou can now prepare the rest lineage harvester configuration file and run it to create a technical lineage for Informatica PowerCenterSQL Server Integration ServicesIBM InfoSphere DataStage and, optionally, other data sources.When you run the lineage harvester, the content in your local folder is sent to the Collibra Data Lineage server for processing.For more information about the scope, see the overview of supported data sources.Download SQL files to the lineage harvester folderYou can download the SQL files of a data source that is stored locally and cannot be accessed via the network. The lineage harvester then stores the data source information in a ZIP file. To create a technical lineage for these data sources, you only have to include the ID of the data source and the path to the ZIP file in the configuration file.Click here to see a list of all supported data sources.PrerequisitesYou have downloaded the lineage harvester and you have the necessary system requirements to run it.You have the necessary permissions to all database objects that the lineage harvester accesses.  For a detailed overview of the permissions that you need to access the data objects of your data sources, see the online user guide.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.Save the configuration file in the config directory in the lineage harvester folder.Prepare the configuration file.      Use the configuration file generator to easily create a configuration file.When prompted, enter the passwords to connect to Collibra and your data sources. Do one of the following:            Enter the passwords in the console.The passwords are encrypted and stored in /config/pwd.conf.Provide the passwords via command line.The passwords are stored locally and not in your lineage harvester folder.Start the lineage harvester again and do one of the following:      To download the SQL files of all data sources in the configuration file, run the following command: ./bin/lineage-harvester load-sourcesTo download the SQL files of specific data sources in the configuration file, run the following command:      ./bin/lineage-harvester load-sources -s ID of the data sourceThis command allows you to download specific SQL files in the configuration file, without refreshing other SQL files. This reduces the time you need to download your SQL files, since you only download specific ones without affecting the others. If you want to download SQL files of multiple data sources, add -s ID of another data source per data source to the command.The lineage harvester downloads the SQL files of the data sources and stores them in a ZIP file per data source in the lineage harvester output folder.What's next?You can now prepare a configuration file for theSQL files of data sources that you want to include in your technical lineage.Prepare Informatica Intelligent Cloud Services <source ID> configuration fileYou use the lineage harvester configuration file to access Informatica Intelligent Cloud Services Data Integration data objects. The lineage harvester processes the data objects to create a technical lineage. You also have to prepare a specific <source ID> configuration file that defines the Intelligent Cloud Services system name.You must prepare a <source ID> configuration file regardless of whether the useCollibraSystemName property in your lineage harvester configuration files is set to true or false.The name <source ID> configuration file refers to the value of the Id property in the lineage harvester configuration file.PrerequisitesYou have Admin permission on all objects that you want to harvest.StepsCreate a new JSON configuration file in the lineage harvester config folder.Give the JSON file the same name as the value of the Id property in the lineage harvester configuration file.              The value of the Id property in the lineage harvester configuration file is iics-source-1. Therefore, the name of your JSON file should be iics-source-1.conf.Your JSON file must have the file extension .conf.For each Informatica Intelligent Cloud Services connection, you can add the following content to the JSON file:              PropertyDescriptioncollibraSystemNamesThis section contains the system information for Informatica Intelligent Cloud Services.connectionsThis section contains the system connection information. This is required to reference to the system or server of the connection.connectionNameThe name of the connection.collibraSystemNameThe system or server name of the connection.connectionDefinitionsThis section contains the database, schema and dialect information for each connection in Informatica Intelligent Cloud Services.You can add connection information for each connection in the connections section.connectionNameThe name of the connection. The name must match with the name in a connection name in the connections section.databaseNameThe name of your database.schemaNameThe name of your schema.dialectThe dialect of the connection.You can enter one of the following values:bigquerydb2hanahivegreenplummssqlmysqlnetezzaoraclepostgresredshiftsnowflakesparkteradataSave the configuration file.Example of the <source-ID>.conf file { collibraSystemNames: { connections: [ { connectionName: DG_con_standby_cmdm_clientors, collibraSystemName: PUBLIC }, { connectionName: DG_con_dev_dg_dgiauser_su, collibraSystemName: PUBLIC } ] }, connectionDefinitions: [ { connectionName: DG_con_standby_cmdm_clientors, databaseName: main, schemaName: dbo, dialect: oracle }, { connectionName: DG_con_dev_dg_dgiauser_su, databaseName: main, schemaName: dbo, dialect: oracle } ] } Custom technical lineageYou can create a custom technical lineage to include metadata of data sources that are not supported. To do so, you need to create and configure a JSON file that defines the custom technical lineage. You then add the properties of the JSON file to the configuration file.You want to create a technical lineage that shows relations between tables and columns from system A and system B, to system C, to system D (A and B -> C -> D). System A, B and D are supported data sources, but system C is a custom application. In this case, you can create a JSON file that contains the metadata of system C. This allows you to create a custom technical lineage that would be otherwise broken.Create a custom technical lineageYou can create a custom technical lineage to include metadata of data sources that are not supported.You can create two types of custom technical lineages:A simple custom technical lineage, which defines a basic object hierarchy and creates a lineage between two or more data objects.An advanced custom technical lineage, which contains a simple predefined technical lineage and defines transformations to create the lineage.In the local folder that you need to create, you can only have one JSON file. You can, however, add other files in the harvested directory and subdirectories and refer to those files from within the JSON file.PrerequisitesYou have downloaded the lineage harvester and you have the necessary system requirements to run it.You have the necessary permissions for all database objects that the lineage harvester accesses.   You have prepared the physical data layer in Data Catalog.      To stitch the data objects of data sources mentioned in the JSON file with Data Catalog assets, you first have to register those data sources in Data Catalog and you have to use a structure that matches the structure of ingested assets in Data Catalog.Create a simple custom technical lineageCreate a local folder.Create a new JSON file in the local folder.Name the JSON file lineage.json.If you name the JSON file differently, the process will fail.Add the following mandatory sections to the JSON file:              PropertiesDescriptionversionThe version of the JSON architecture. Currently, you can only use version 1.0.treeThis section contains tree definitions of data objects between which lineages can be defined. Each node of a tree contains the name, type and optionally children or leaves properties which form a hierarchy of data objects. You can reuse the same properties in one node to map all data objects in the hierarchy.Usually, the structure you map is the following: system > database > schema > table > column. The system is optional, unless the useCollibraSystemName property is set to true in the lineage harvester configuration file. The Collibra Data Lineage can stitch these data objects to assets in Data Catalog. However, you can also map custom objects, for example dashboards and reports. Custom objects cannot be stitched to assets in Data Catalog.nameThe name of your data object. This is the system name, database name, schema name, table name or column name. The names are case sensitive.The names of data objects of the same type must be unique.typeThe type of your data object. For example: system, database, schema, table or column.childrenThe sub-objects that have a hierarchical relation to the defined data object. Each child also has the name and type properties and can have children of its own, except for the penultimate child which has leaves instead of children. Leaves are children without children.Use the children property to define sub-objects, but use the leaves property if the object is on the penultimate level. For example, to define columns that have a relation to a table node.leavesThe sub-objects of another sub-object that is defined in a children property, but cannot have sub-objects of their own.Technical lineage only shows relations between leaf nodes of the tree. Leaves are usually columns that have a relation to a table node in the tree structure.lineagesThis section contains the path from a source to a target and defines the mappings and transformations that should be processed by the Collibra Data Lineage server.If you create a lineage between data objects that are also assets in Data Catalog, the Collibra Data Lineage server automatically stitches the data objects to the assets in Data Catalog. However, you can also create a lineage between custom data objects that are not assets in Data Catalog, for example reports and dashboards.src_pathThe hierarchical path to the source data object. This data object is shown as a leaf in the tree node.<data objects>All data object names in the hierarchical path to the source leaf.Example of data objects that can be stitched: system > database > schema > table > column.Example of data objects that cannot be stitched: dashboard > report > column.trg_pathThe hierarchical path to the target data object. This data object is shown as a leaf in the tree node.<data objects>All data object names in the hierarchical path to the target leaf.Example of data objects that can be stitched: system > database > schema > table > column.Example of data objects that cannot be stitched: dashboard > report > column.mappingThe mapping name. This refers to the queries used in the technical lineage.source_codeThe transformation code. This determines how the technical lineage is constructed.The source code can be a SQL statement or code that manipulates data.In your configuration file, add the path to the directory where your JSON file is.Example of a JSON file for a simple custom technical lineage { version: 1.0, tree: [  {   name: UserDB,   type: database,   children: [    {     name: SCH,     type: schema,     children: [      {       name: users,       type: table,       leaves: [        {         name: membership_type,         type: column        }       ]      }     ]    }   ]  },  {   name: User dash,   type: dashboard,   children: [    {     name: Memberships,     type: report,     leaves: [      {       name: Type,       type: column      }     ]    }   ]  } ], lineages: [  {   src_path: [    {database: UserDB},    {schema: SCH},    {table: users},    {column: membership_type}   ],   trg_path: [    {dashboard: User dash},    {report: Memberships},    {column: Type}   ],   mapping: make_report,   source_code: report = rep(data)  } ] }Create an advanced custom technical lineage Create a local folder.Create a new JSON file in the local folder.Name the JSON file lineage.json.If you name the JSON file differently, the process will fail.In the same local folder, store all of the source codes that you want to reference in the JSON file.Add the following sections to the JSON file:        PropertiesDescriptionversionThe version of the JSON architecture. Currently, you can only use version 1.0.treeThis section contains tree definitions of data objects between which lineages can be defined. Each node of a tree contains the name, type and optionally children or leaves properties which form a hierarchy of data objects. You can reuse the same properties in one node to map all data objects in the hierarchy.Usually, the structure you map is the following: system > database > schema > table > column. The system is optional, unless the useCollibraSystemName property is set to true in the lineage harvester configuration file. The Collibra Data Lineage can stitch these data objects to assets in Data Catalog. However, you can also map custom objects, for example dashboards and reports. Custom objects cannot be stitched to assets in Data Catalog.nameThe name of your data object. This is the system name, database name, schema name, table name or column name. The names are case sensitive.The names of data objects of the same type must be unique.typeThe type of your data object. For example: system, database, schema, table or column.childrenThe sub-objects that have a hierarchical relation to the defined data object. Each child also has the name and type properties and can have children of its own, except for the penultimate child which has leaves instead of children. Leaves are children without children.Use the children property to define sub-objects, but use the leaves property if the object is on the penultimate level. For example, to define columns that have a relation to a table node.leavesThe sub-objects of another sub-object that is defined in a children property, but cannot have sub-objects of their own.Technical lineage only shows relations between leaf nodes of the tree. Leaves are usually columns that have a relation to a table node in the tree structure.lineagesThis section contains the path from a source to a target and defines the mappings and transformations that should be processed by the Collibra Data Lineage server.If you create a lineage between data objects that are also assets in Data Catalog, the Collibra Data Lineage server automatically stitches the data objects to the assets in Data Catalog. However, you can also create a lineage between custom data objects that are not assets in Data Catalog, for example reports and dashboards.src_pathThe hierarchical path to the source data object. This data object is shown as a leaf in the tree node.<data objects>All data object names in the hierarchical path to the source leaf.Example of data objects that can be stitched: system > database > schema > table > column.Example of data objects that cannot be stitched: dashboard > report > column.trg_pathThe hierarchical path to the target data object. This data object is shown as a leaf in the tree node.<data objects>All data object names in the hierarchical path to the target leaf.Example of data objects that can be stitched: system > database > schema > table > column.Example of data objects that cannot be stitched: dashboard > report > column.mapping_refThe mapping of the source codes that are located in the same directory of the JSON file and their positions in the technical lineage.The positions are zero based. The first character in a sequence has position 0.source_codeThe source code for which you provide a path in the codebase_files node.The source code can be a SQL statement or code that manipulates data.mappingThe mapping name of the mapping defined in the codebase_files node.codebase_posThe positions of a source code file that is located in the same directory of the JSON file. These source code positions will be highlighted under the technical lineage of a column.codebase_filesThis section defines the reference to source code files that are stored in the same directory as the JSON file.<source code path>The reference to source code that is located in the same directory as the JSON file. This contains mappings of the source codes and their positions.mapping_refsThe mapping of the source code for which you provided the path in <source code path>.In your configuration file, add the path to the directory where your JSON file is.Example of a JSON file for an advanced custom technical lineage { version: 1.0, tree: [  {   name: UserDB,   type: database,   children: [    {     name: SCH,     type: schema,     children: [      {       name: users,       type: table,       leaves: [        {         name: membership_type,         type: column        }       ]      }     ]    }   ]  },  {   name: User dash,   type: dashboard,   children: [    {     name: Memberships,     type: report,     leaves: [      {       name: Type,       type: column      }     ]    }   ]  } ], lineages: [  {   src_path: [    {database: UserDB},    {schema: SCH},    {table: users},    {column: membership_type}   ],   trg_path: [    {dashboard: User dash},    {report: Memberships},    {column: Type}   ],​   mapping_ref: {    source_code: user_utils.py,    mapping: showUserData,    codebase_pos: [     {      pos_start: 25,      pos_len: 31     }    ]   }  } ], codebase_files: {  user_utils.py: {   mapping_refs: {    showUserData: {     pos_start: 0,     pos_len: 56    }   }  } } }What's nextWhen you're done configuring the JSON file, you can prepare the lineage harvester configuration file and enter the correct properties to create a technical lineage using the JSON file.Harvesting materialized views that were generated via an external scriptThe lineage harvester can harvest materialized views that are native to a data source—meaning the data flow is performed by SQL code stored in the data source. If, however, an external script is used to materialize views into tables, so to speak, they cannot be harvested by the lineage harvester. In this case, you could create a custom technical lineage, but it could be difficult to correctly configure the JSON file.We recommend creating a script to generate a list of SQL queries to be harvested by the lineage harvester.For each pair of source (view) and target (materialized view table), create a script as follows: INSERT INTO 'dhw.sales.mv_customers' SELECT * FROM 'dhw.sales.v_customers';The generated SQL queries then need to be harvested by the lineage harvester. There are two options for this, depending on where you choose to store the generated SQL code:        If you store the SQL code in text files, it is harvested using an additional SqlDirectory type source.              If you store the SQL code in a table in the data source, you need to modify the harvesting query, to harvest the table.      In this case, actually, the generated SQL queries don't have to be stored anywhere; rather, they are generated on the fly by a harvesting query. Modify the harvesting query as follows: SELECT t.table_name, t.ddl as sourceCode, CONCAT(t.table_schema, '.', t.table_name) as groupName, t.table_schema as schemaName FROM `##PROJECT_ID##`.`##DSNAME##`.`INFORMATION_SCHEMA.TABLES` t WHERE t.table_type IN ('MATERIALIZED VIEW','VIEW') UNION ALL SELECT CONCAT('m', t.table_name), CONCAT('INSERT INTO `m', t.table_name, '` SELECT * FROM `', t.table_name, '`') as sourceCode, CONCAT('Generated m', t.table_schema, '.', t.table_name) as groupName, t.table_schema as schemaName FROM `##PROJECT_ID##`.`##DSNAME##`.`INFORMATION_SCHEMA.TABLES` t WHERE t.table_type IN ('VIEW') AND STARTS_WITH(t.table_name, 'v_') The second SELECT generates the necessary INSERT INTOs for all views in your data source that have a name starting with v_.Manage technical lineage ingestionYou can manage which data objects, for example columns and tables, are ingested in the technical lineage. By doing this, you can decide:Which data objects you want to visualize in the technical lineage.Between which columns you want to create new relations of the type Data Element targets / sources Data Element into Catalog.You can manage technical lineage ingestion by creating a customized SQL file. In the SQL file, you can exclude data objects or change queries that are used to extract data from the database. If you change queries, you can only use supported SQL syntax.The customized SQL file is not supported.The lineage harvester does not support proxy server authentication, but you can manually connect to a proxy server via command line. For more information, see Connecting to a proxy server.StepsOpen the lineage harvester folder.Go to the sql folder and open the folder of the data source type of which you want to exclude tables or schemas or change queries.Create a copy of the file you want to edit.Rename the copy to [original name]-custom.sql.      You want to change the file columns.sql, so you name the copy of this file and rename it to columns-custom.sql.Delete or edit the content of the new SQL file to include or exclude specific tables or schemas or change specific queries in the file.Save the new SQL file.   The lineage harvester uses the new file and ignores the old one.Schedule jobsYou can use Task Scheduler on Windows or Crontab on Mac and Linux to make the lineage harvester run scheduled jobs at specific times, dates or intervals. In a scheduled job, the lineage harvester uploads data source information to the Collibra Data Intelligence Cloud and Data Catalog automatically creates new relations of the type Data Element sources / targets Data Element        Between data objects in your data source and assets from registered data sources.              Between ingested assets from BI sources and Data Catalog assets from registered data sources.      You can run one scheduled job for each data source that is listed in the same configuration file. If you provide the passwords to your Collibra environment and/or to your individual data sources via stdin, you have to use the correct command.You created a configuration file with two data sources. Data source A can run a scheduled job each day at 11 pm, while data source B can run a scheduled job every two days at 6 am.Delete the technical lineage of a data sourceYou can delete the technical lineage of a data source if you no longer want to see it in the technical lineage graph.You always need at least one source in your lineage harvester configuration file.PrerequisitesYou have a global role that has the Manage all resources global permission.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have downloaded the lineage harvester and you have the necessary system requirements to run it.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.StepsIn the lineage harvester folder, open your lineage harvester configuration file.Delete the section with connection properties of the data source you no longer want to see a technical lineage for.Save the configuration file.Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the password to connect to your Collibra Data Intelligence Cloud and data sources in the configuration file.The lineage harvester uploads the metadata of the remaining data sources in the configuration file to the Collibra Data Lineage server.The Collibra Data Lineage server synchronizes the technical lineage and removes the deleted data source from the technical lineage graph.Technical lineage viewerThe technical lineage viewer shows the technical lineage and allows you to edit the view. You can access the technical lineage viewer via the Technical lineage tab on Column and Table asset pages and BI assets of the same level.For more information about the technical lineage for Looker or Power BI, we highly advise you to read the dedicated sections in the user guide.Technical lineage tabYou can only see the Technical lineage tab on a Column or Table asset page when you have the following prerequisites: You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.Technical lineage viewerNoNameDescriptionToolbarThe toolbar to work with technical lineage. The toolbar helps you to edit basic settings that apply to the entire lineage.Drop-down list to determine which details (attributes, objects or transformations) you want to show in the technical lineage graph.Button to zoom in on the technical lineage.Button to zoom out on the technical lineage.Button to refresh the technical lineage. This discards all the changes that you made to the technical lineage and restores it to the initial state.Button to reposition the technical lineage to the starting position.Button to show or hide the legend panel.Button to show or hide the source code pane.Button to show or hide the Browse and Settings tab panes.Technical lineage graphThe actual visualization of the traceability of the current data object, according to your selection in the Browse tab pane. If you select a specific column in a table with multiple columns, you can click Collapsed columns [menu] to show all other columns, collapse all columns or only show selected columns in the same table.Data objects that are stitched to assets in Data Catalog have a yellow background. Other data objects that the lineage harvester collected from your data source, but are not stitched and therefore are not assets in Data Catalog, have a gray background.Tab panesTab panes that contain useful tools to browse through your technical lineage or determine which content is visualized in the technical lineage.Browse tab paneThis pane can be used to search for specific data objects or show statistics on the amount of tables and views in use. More information.Settings tab paneThis pane can be used to search for transformation code, edit the visualization of the technical lineage, see the status of the source code, check the stitching results or export your technical lineage to PDF, PNG or CSV. More information.Source code paneThe source code pane shows the source code of specific data objects. It can be used to easily find issues in the data flow.The source code pane is shown when you click in the toolbar or when you right-click a column or table and click Transformations (IN) or Transformations (OUT) which shows the transformation logic in the source code pane.The technical lineage graphThe technical lineage graph consists of nodes and edges. Each node represents a corresponding object in a data source. Each edge shows a relation between nodes.Nodes and edges in the technical lineage graph show how data flows from source to destination. Understanding the nodes and edges better, enriches your technical lineage experience.Consider the following visual elements in the technical lineage graph:Relation typesMessagesColorsIconsArrowsCollapsed attributes menuRight-click menu     Relation types    The technical lineage graph shows relations between columns in the graph. The Collibra Data Lineage creates and shows the following relation type between stitched assets and other data objects:HeadRoleCo-roleTailIDData ElementtargetssourcesData Element00000000-0000-0000-0000-000000007069MessagesThe technical lineage graph might show different messages to alert you. The following messages are the most common:MessageDescriptionNodes count exceeds the limit 350.Edges count exceeds the limit 1,000.The technical lineage graph exceeds the limit of 350 nodes or 1,000 edges and is too large to display. This happens, for example, if you have a table with many columns and you try to show the technical lineage of all columns in a table in one graph.You cannot manually change this limit.The current asset doesn't have a technical lineage yet.This message is shown if you didn't create a technical lineage for the data source of the asset.Use the Browse tab pane to navigate through the data object for which a technical lineage graph is available.Technical lineage cannot be shown.The technical lineage graph cannot be shown, because there are too many data objects. This happens, for example, when you created a technical lineage for multiple data source and you click All data objects in the Browse tab pane.Use the Browse tab pane to view specific parts of the technical lineage graph or click the suggested data objects to see their graph.ColorsThe technical lineage graph shows different colors to indicate which data objects are stitched to assets in Data Catalog and which are not.Background colorsThe background color of a node indicates whether or not the data object was stitched to an asset in Data Catalog, and whether something went wrong.A node has one of three background colors:ColorDescriptionYellowData objects from your data source that are stitched to assets in Data CatalogGrayData objects, for example temporary tables and columns, that the lineage harvester collects from your data sources, but are not stitched to assets in Data Catalog.We do not support stitching for Looker or MicroStrategy assets. We do support stitching for Power BI assets, but the stitched assets still have a gray background. This is a known issue.RedAttributes that are automatically assigned to a data object, because of missing DDL statements. If you want to remove objects with a red background, change the statements and rerun the lineage harvester.Since a technical lineage shows how data flows from source to destination, it is possible to see a lineage graph with both yellow, red and gray nodes.The following technical lineage graph shows two nodes with a gray background and three nodes with a yellow background. Node 1 and 4 contain data objects that are not stitched to assets in Data Catalog while nodes 2, 3 and 5 contain existing assets in Data Catalog that were stitched to the corresponding data objects when you created the technical lineage.Font colorsThe font color of data objects in the technical lineage graph indicates whether or not there is a relation between this data object and one or more other data objects.A node has one of two font colors:ColorDescriptionBlackAt least one direct or indirect relation exists between the data object and another. GrayNo relation exists between the data object and another.The following technical lineage graph shows three nodes. The node 1 contains data objects that have no incoming or outgoing edges to other data objects in the technical lineage. Nodes 2 and 3 only contain data objects that have a relation to other data objects in the technical lineage.IconsCollibra uses various icons in the technical lineage graph.IconDescriptionThe name of a table was found by the full-text search in the source code on which the analysis failed. Consequently, the lineage flow of the table is probably incomplete.If you click Show failed SQLs on the right click menu of the table, the failed SQL queries appear in the source code pane at the bottom of the page.The lineage is cyclic, for example A → B → C → A. It only appears if you enabled the only ending points option in the Settings tab pane.A relation for the data objects exists, but it isn't shown, for example because you set the technical lineage flow depth to a lower value than the actual graph size.The following Technical lineage graph shows two nodes. The first node has an icon to indicate that the lineage flow you currently see is probably incomplete. The second node has three data objects that have a relation to other data objects, but the edges that represent that relation are not shown.ArrowsArrows are incoming or outgoing edges that show how the data flows from source to destination. They represent relations of the type Data Element sources / targets Data Element.There are two ways in which an arrow can be shown: Arrow typeDescriptionSingleShows the full lineage without skipping certain data objects.DoubleShows that there are hidden data objects in the technical lineage graph. This happens when only the endpoints of the technical lineage flow are shown.The following Technical lineage graph shows three nodes. Edges with double arrows are shown between node 1 and 3. These edges indicate that there are other nodes between these nodes in the full technical lineage flow. Node 2 has outgoing edges with single arrows. These edges indicate that there is a direct relation between node 2 and 3.Collapsed attributes menuIf you select a specific column in a table with multiple columns, you can click Collapsed attributes [menu] to show all columns, collapse all columns or only show selected columns in the same table.Right-click menuIf you right-click a node, you can perform several specific actions on that node.FunctionalityDescriptionColumn/Table lineageSwitch to the technical lineage graph of the selected column or table.Transformation (IN)Show the transformation logic of the incoming source code fragments in the source code pane.Transformation (OUT)Show the transformation logic of the outgoing source code fragments in the source code pane.Lineage treeShow an alternative way to view the flow of data objects, called the lineage tree. The lineage tree is particularly useful if there are many nodes in a lineage. It enables you to see the entire lineage in one pop-up, which means you no longer have to scroll through the technical lineage graph to see the full lineage.The lineage tree uses arrows to visualize the traceability of data objects:Green arrows represent outgoing edges.Black arrows represent incoming edges.Custom featuresWhen the lineage flow of the table is incomplete or there is an issue in the source code of a data object, the right-click menu shows the Show failed SQLs option. If you click this option, the source code pane opens and shows the SQL queries that failed.Technical lineage Browse tab paneThe Browse tab pane allows you to navigate to and search for a specific data object within the technical lineage tree.NoNameDescriptionSearchA search field that you can use to find a specific data object.All data objectsA link to the complete technical lineage, showing all data objects in your data sources.Navigation treeA navigation tree in which you can search for specific data objects and visualize them in your technical lineage. The data objects are grouped by node type and have the following structure: system (if applicable) > database > schema > table > column.The list of data objects contains all systems, databases, schemas, tables and columns that were collected from the data sources by the lineage harvester. If available, it also shows the technical lineage of BI sources, for example Power BI and Looker. In that case, the structure follows the existing structure in the BI source metadata.The UNUSED branch contains data objects that were detected by Collibra Data Lineage, but are not included in any Technical lineage.StatsStatistics that show which information is or is not visualized in the technical lineage. The statistics contain the following data:Tables: the amount of tables that are shown in the technical lineage.Views: the amount of views that are shown in the technical lineage.Unused tables: the amount of tables in your data source that are not shown in the technical lineage.              This metric is hidden when there are no unused tables.Unused views: the amount of views in your data source that are not shown in the technical lineage.              This metric is hidden when there are no unused views.Done: the amount of queries that were processed successfully.Parsing errors: the amount of queries with invalid or unidentified syntax.Analyze errors: the amount of columns that are not linked to a table.Technical lineage Settings tab paneThe Settings tab pane allows you to edit the technical lineage, search for queries and export the technical lineage.NoNameDescriptionSearch fieldA search field to find specific transformation code in a selected object or attribute. As you type, corresponding object names from the technical lineage appear in a drop-down list. If you press Enter, the technical lineage only shows the parts that contain your search word(s).Visualization optionsOptions to define how you will see the data objects in the technical lineage.Group by parent objectOption to group tables and columns together by their hierarchical parent object. A schema is the parent object of a table. Only ending pointsOption to hide all data objects in the middle of the data flow and only show the ending points of the technical lineage.DepthA slider that determines the maximum flow depth. The relation path length from the first node in the technical lineage graph to any other node is automatically adjusted to the maximum flow depth.If you see in the technical lineage graph, the flow depth is set to a lower value than the actual graph size.DependenciesDrop-down to select the dependencies that you want to visualize. You can select one of the following dependencies:Inbound dependencies onlyOutbound dependencies only2-way dependenciesShow indirect dependenciesOption to enable indirect dependencies.Export Button to export your technical lineage. You can choose among the following export types:                PDFPNGCSVFull CSVJSON             Show statusButton to switch to the Sources tab page, which shows the analysis log files of your data sources and the Stitching tab page, which shows an overview of assets and data objects and shows which are stitched.Technical lineage Sources tab pageWhen you create a configuration file and run the full-sync command in the lineage harvester, your data sources are uploaded to the Collibra Data Lineage server to be analyzed and processed. The Sources tab page shows the transformation details or source code that was analyzed and the results of this analysis.You can access the Sources tab page by clicking Show status on the Settings tab pane.If an analyzed data source has the following result, the data source does not appear in the Sources tab page:Parsing errors: 0Analysis errors: 0Done: 0NoNameDescriptionSummary per data sourceA summary per data source. You can also select data sources to filter the results.SelectedCheckboxes to filter on a data source in the transformations table. If you select none, the transformations table contains all transformations.Source IDThe ID of your data source. You entered this ID in the configuration file.Scanner typeThe type of scanner that is used to scan the queries in your data source.Success rateThe success rate of the data source analysis on the Collibra Data Lineage server. The success rate indicates how complete your technical lineage is.The success rate of a technical lineage gives a good indication of the processing success. A success rate less than 100%, however, does not mean processing was unsuccessful. A parsing error, for example, which negatively affects the success rate, does not always negatively affect the completeness of the lineage.DoneThe amount of queries that were scanned and analyzed.Parsing ErrorThe amount of parsing errors.Analyze ErrorThe amount of analysis errors.Last sync timeThe last time the data source was uploaded to the Collibra Data Lineage server, for analysis and processing.Search toolsTools to help you search for specific source code fragments.Full-text searchA search field to find specific queries in the log files. Type what you are looking for and press Enter. Filter byA drop-down list to filter the source codes based on their status code.Transformations tableThe table that contains details of the transformations and source code (fragments). You can filter the rows in the table by selecting data sources in the data source table and by using the search tools.If you click a source code fragment, you can see the log file attached to it.IDThe ID of the source code fragments or transformation details, which are assigned in chronological order.NameThe name of the specific source code fragment or transformation detail.You can also see the source code fragment name in the source code pane in the technical lineage graph.Status codeThe status of the analysis.A source code fragment or transformation detail can have one of the following status codes:DONE: All queries are processed successfully.ERROR: Some queries could not be processed.PARSING_ERROR: The syntax of some queries is invalid or unidentified.ANALYZE_ERROR: Some columns are not linked to a table.Status descriptionThe description of the status code that provides more information about the analysis and shows how many queries were processed.Group nameThe name of the package or procedure to which the source code fragment or transformation details belongs.Show lineageButton to go back to the technical lineage graph.Analysis resultsIf you click one of the rows in the Transformations table, a file with the analysis results attached to the source code or transformation details opens. You can use these files to easily find errors in the source code or transformation details of your data source.Technical lineage Stitching tab pageThe Stitching page shows the full path of assets in Data Catalog and data objects of the data sources for which you created a technical lineage. You can use it to easily check which assets are stitched and which are not.You can access the Stitching tab page by clicking Show status on the Settings tab pane.NoNameDescriptionSearch fieldA search field to find specific assets or data objects. Type what you are looking for and press Enter. Full asset pathThe full path to all data objects on the Collibra Data Lineage server and all assets in Data Catalog.Found inThe location where the asset or data object was found. There are three possible locations:Data Catalog: The asset was found in Data Catalog, but it does not match the full path of a data object on the Collibra Data Lineage server. As a result, there is no technical lineage created for this asset.Technical lineage: The data object was found in the data source for which you created a technical lineage, but it does not match the full path of an asset in Data Catalog. As a result, the data object is shown in technical lineage with a gray background.Data Catalog & Technical lineage: An asset and a data object with the same full path were found in Data Catalog and on the Collibra Data Lineage server. As a result, they were stitched and are shown in technical lineage with a yellow background.Show lineageThe button to go back to the technical lineage graph.Technical lineage export typesIf you want to share a technical lineage graph of your technical lineage, you can export the information to one of the following export types, via the Settings tab pane:        PDF              PNG             Graph CSV             Full Batch CSV              JSON Lineage      PDF and PNGThe PDF and PNG exports show only the technical lineage graph of the selected table or column.Graph CSVThe CSV export option generates a ZIP file with the following CSV file:File nameFile contentcurrent_graph_column_lineage.csvThe technical lineage graph of the selected column or table.Full Batch CSVThe Full CSV option generates a ZIP file with the following CSV files:File nameFile contentcurrent_graph_column_lineage.csvThe technical lineage graph of the selected column or table.full_batch_column_lineage.csvThe technical lineage graph of the full technical lineage.ExampleThe current_graph_column_lineage CSV file and the full_batch_column_lineage CSV files show the same information, but with a different scope. These files show how data flows from source to target.NoColumnDescriptionsource_systemThe name of the source system.This column is only shown when useCollibraSystemName is set to true in the lineage harvester configuration file.source_databaseThe name of the source database.source_schemaThe name of the source schema.source_tableThe name of the source table.source_columnThe name of the source column.target_systemThe name of the target system.This column is only shown when useCollibraSystemName is set to true in the lineage harvester configuration file.target_databaseThe name of the target database.target_schemaThe name of the target schema.target_tableThe name of the target table.target_columnThe name of the target column.procedure_nameThe name of the stored procedure. This column remains empty when an object in your technical lineage doesn't have stored procedure.This column is deprecated and will be removed in the future.query_nameThe name of the specific source code fragment or transformation detail.You can use this name to search for more information in the Sources tab page.The names of the source and target objects indicate the full path of the object. For example, the full name of a column is (system) > database > schema > table > column. This path is used to stitch your technical lineage objects to assets in Data Catalog.JSON LineageThis export option generates a JSON file that is formatted in the same manner that is required for creating a custom technical lineage.Export the technical lineage informationIf you want to share a technical lineage graph or the transformation logic of your technical lineage, for example with colleagues who don't have access to Collibra, you can export the information. For complete details on the various export options, see Technical lineage export types.StepsIn the Technical lineage viewer, click the Settings tab.Click Export.Click the export type.The technical lineage information is downloaded.Technical lineage troubleshootingThis section describes what you can do when you encounter issues running the lineage harvester, browsing through a technical lineage or stitching data source objects in your data source to existing assets in Data Catalog.Technical lineage general troubleshootingThis topic contains the following information:Most common issuesTesting connectivityPassword errorsMost common issuesThe following messages or other issues can appear when you run the lineage harvester, view a technical lineage or upload the new relations to Data Catalog via Collibra Data Lineage.For a list of all error codes and messages that the lineage harvester displays, please see the lineage harvester error codes section.ProblemSolutionYou get the following error message:Could not find or load main class lineage.lineage-harvester-<version nr.>This error message appears when the folder path to the lineage harvester is invalid. Check the folder path and make sure that it does not contain whitespaces.You get the following error message:Failed to load file '<file-name>'. If the file is not in UTF-8, please convert it accordingly.This error message appears if the lineage harvester tries to read a non-UTF-8 SQL file of a data source with connection type SqlDirectory. To solve this issue, convert all SQL files to UTF-8 and rerun the lineage harvester.The lineage harvester does not connect to hosts using a proxy server.Technical lineage does not support proxy server authentication, but you can connect to a proxy server. For complete details, including the necessary commands, see Connecting to a proxy server.You get the following error message or a similar certificate error:Source '<data source name> failed with exception: javax.net.ssl.SSLHandshakeException: General SSLEngine problemThis message appears when the proxy server sends an unexpected certificate to the lineage harvester or when the default Java TrustStore is empty or outdated.First update Java and rerun the lineage harvester to see if that resolves the issue. If the same error message is shown, try the following:On WindowsIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.                    Run the following command to extract the certificate from the Tableau server:keytool -printcert -rfc -sslserver techlin-gcp-us.collibra.com:443 > tableau-cert.crtReplace the URL techlin-gcp-us.collibra.com with the URL for your Tableau server, which you specify in the lineage harvester configuration file. This will create a file named tableau-cert.crt in the folder where you run this command.Run the following command to find the location of your JAVA_HOME:echo %JAVA_HOME%The location path will be something like the following: C:\Program Files\Java\jdk-17.0.2Use the location path of your JAVA_HOME in the following command, to import the tableau-cert.crt file into the cacerts file found above.keytool -importcert -file tableau-cert.crt -alias TableauProdServerCert -keystore C:\Program Files\Java\jdk-17.0.2\cacertsYou can specify a different alias, if you want.            Run the following command:keytool -list -keystore C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts | findstr TableauEnter the keystore password.The password is typically changeit.A list of all certificates that match the Tableau string in the C:\Program Files\Java\jdk-17.0.2\cacerts file is shown.In the list of certificates, look for the one that you imported in step 3. If it's listed, it means the C:\Program Files\Java\jdk-17.0.2\cacerts file has the certificate needed to validate the Tableau server.Run the following command to have the lineage harvester use the cacerts file that you just updated.set JAVA_OPTS=-Djavax.net.ssl.trustStore=C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts -Djavax.net.ssl.trustStorePassword=changeitRun the following command to test the synchronization:./lineage-harvester.bat full-sync -s tableauOn LinuxIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.If you want to add an existing certificate to the Java TrustStore, instead of creating a new Keystore, replace <your keystore name> in steps 2 and 3, with the path to the cacerts file in your Java installation, for example %JAVA_HOME%\jre\lib\cacerts.                          Use the following command to get a certificate from the corresponding techlin-gcp-us.com site, which is part of the CollibraData Lineage infrastructure:                   openssl x509 -in <(openssl s_client -connect techlin-gcp-us.collibra.com:443 -prexit 2>/dev/null) -out techlin-gcp-us.crtIf you already have a correctly formatted certificate on the server, you can skip this step.Add the certificate to the Java TrustStore: keytool -importcert -file techlin-gcp-us.crt -alias techlin-gcp-us -keystore <your keystore name> -storepass changeitRun the lineage harvester and use the new TrustStore using the following parameter:-Djavax.net.ssl.trustStore=<your keystore name>To synchronize your data sources again, run the following command:./bin/lineage-harvester full-sync -Djavax.net.ssl.trustStore=mykeystoreYou get the following error messages:In the lineage harvester log file:java.lang.Exception: No native library found for os.name=Linux, os.arch=x86_64, paths=[/org/sqlite/native/Linux/x86_64:/usr/java/packages/lib/amd64:/usr/lib64:/lib64:/lib:/usr/lib]            In the console:Failed to load native library:<sqlite-file-name>. osinfo: Linux/x86_64 java.lang.UnsatisfiedLinkError: /tmp/<sqlite-file-name>: failed to map segment from shared object: Operation not permittedThe lineage harvester uses a temporary file containing an SQLite database as a cache file. That means that you need write permission to the /tmp folder.If this action failed, you can specify another directory with write permissions using -Dorg.sqlite.tmpdir=<path to a temp directory>.You have a temporary directory with write permissions. The path to this directory is custom/temp. Run the lineage harvester with the following command: ./bin/lineage-harvester -Dorg.sqlite.tmpdir=custom/temp full-syncYou get the following error message:Technical lineage is not enabled for this Catalog instance.First make sure that there are no spelling errors in the Data Catalog section of the configuration file. If your configuration file is configured correctly, but the issue is not solved, create a support ticket to enable Technical lineage for your Collibra Data Intelligence Cloud instance in Salesforce.You get the following error message:The size of the import file is too large (max size: 10 MB).The file you are trying to upload exceeds the size limit for uploaded files.Contact Collibra support to increase the maximum file size.You get the following error message:Source 'X' was never successfully processed..This message appears when a source that is specified in the lineage harvester configuration file has never been successfully processed by the Collibra Data Lineage server.You can either:Remove source 'X' from the configuration file, and then run the command again.                Run a full-sync of source X, and then re-run the command that previously failed.              Technical lineage is unavailable because the selected table does not contain columns.Technical lineage only includes tables that have columns. Add a relation of the type Table contains/is part of Column between your Table asset and Column assets.You get the following message in your technical lineage:The current asset doesn't have a technical lineage yet.This message appears if one or more of the following situations apply:The data source of the current asset is not included in the configuration file. If you want a technical lineage for this asset, add its data source to the configuration file.You have upgraded to the lineage harvester 1.3.0 or newer or you created a technical lineage for the first time. In this case, you may need to restart your DGC service before you can see the technical lineage.You see parsing errors. For more information, see the Sources tab page.The full name of one or more relevant assets does not match any of the names of the assets in the configuration file, which causes automatic stitching to fail. Make sure that the information in the configuration file and the Data Catalog physical data layer matches:The relevant assets have relations between each other, for example Technology asset groups/is grouped by Technology asset> → <Database asset> contains/is part of <Schema asset> contains/is part of <Table asset> contains/is part of <Column asset>.The full name of your System asset matches the name of your system or the name you used in the configuration file.The full name of your Database asset matches the name of your database or, for Google BigQuery your project, or the name you used in the configuration file.The full name of your Schema asset matches the name of the Schema of the data source or the name you used in the configuration file.Make sure that the full path of each asset in Data Catalog matches the full path of the corresponding data object from your data source on the Stitching tab page.You get one of the following messages:Nodes count exceeds the limit 350.Edges count exceeds the limit 1000.This message appears when the technical lineage graph exceeds the limit of 350 nodes or 1,000 edges, and is too large to build. This happens, for example, if you have a table with many columns and you try to show the technical lineage of all columns in a table in one graph.If you see this message, we recommend that you browse through the technical lineage graph on the object level or select a single column in the Browse tab pane.You cannot manually change these limits.You get the following error message in your technical lineage for a Microsoft SQL Server data source: Oops, no data flow found in your SQL scripts. Make sure you upload DML queries like insert, update, merge that moves data between the tables.This error message appears when you run the lineage harvester to create a technical lineage for a Microsoft SQL Server data source without having the correct permissions to the SQL Server. As a result, the lineage harvester processes empty files and there is no technical lineage available for this data source.Make sure you have at least the VIEW DEFINITION permission or sysadmin role in Microsoft SQL Server.If you use multiple users, make sure that each one of them has the proper permissions.You get the following error message:net.snowflake.client.jdbc.SnowflakeSQLLoggedException: JDBC driver internal error: Fail to retrieve row count for first arrow chunk: sun.misc.Unsafe or java.nio.DirectByteBuffer.<init>(long, int) not available.The issue is relate to the Arrow library, a dependency of the Snowflake JDBC driver. The issue cannot be resolved. Updating the Snowflake JDBC driver, for example, doesn't help. However, the following workaround does work.On WindowsRun the following command:set JAVA_OPTS=--add-opens=java.base/java.nio=ALL-UNNAMEDIn the same command line, run:.\bin\lineage-harvester.bat full-syncOn LinuxRun the following command:JAVA_OPTS=--add-opens=java.base/java.nio=ALL-UNNAMED ./bin/lineage-harvester full-syncYou get the following error message:Source 'SnowflakeInfo' failed with exception: net.snowflake.client.jdbc.SnowflakeSQLException: SQL compilation error:Database 'SNOWFLAKE' does not exist or not authorized.To access the Snowflake shared read-only database, you need a user that has the Default role.You can use the customConnectionProperties property in the lineage harvester configuration file to assign the Default role to the user, if the role is not assigned in Snowflake. For example:customConnectionProperties: role=defaultThe import job fails.If the import job fails during import and the failing job is rolled back, you can have both old and new relations. The old relations were created during the first job and the new relations are created after the rollback. If more than one job is triggered, only the failed job is rolled back.First, check the following:The asset ID must exist.The structure of the data must be correct.The cardinality of relation types between asset types.Then, rerun the import of relations.Relations are not changed as expected.Check whether the lineage harvester refreshed the data source via a scheduled job. If the import job failed, then the data source was not refreshed and the previously created relations stay the same. If that happened, rerun the lineage harvester to import again.Manual relations are overwritten.We recommend that you do not manually add relations of the type Data Element targets / sources Data Element between asset types that are imported via the scheduled jobs. These relations are overwritten every time the scheduled job synchronizes the data source.Ingesting Looker or Power BI assets fails.For more information, see the following sections:Looker troubleshooting.                              Power BI troubleshooting              You get the following error message:java.lang.OutOfMemoryError: Java heap spaceThis error message indicates that Java does not have enough memory allocated to finish the task. This error can happen anytime during Harvester run. Follow these steps to                     increase the maximum heap size.4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks.On WindowsRun the following command: set JAVA_OPTS=-Xmx4g && .\bin\lineage-harvester.bat full-syncIn this example, 4g means 4 GB.If you want to check the default maximum heap size, run the following command:java -XX:+PrintFlagsFinal -version | findstr MaxHeapSizeOn Linux                    Run the following command: JAVA_OPTS=-Xmx4g ./bin/lineage-harvester full-syncIn this example, 4g means 4 GB.If you want to check the default maximum heap size, run the following command:java -XX:+PrintFlagsFinal -version | grep MaxHeapSizeYou get the following error message:java.lang.NoSuch.MethodErrorThis error message indicates that the JAVA_HOME was not specified; therefore, the harvester was using a previous version of Java. With the following commands, you can specify the Java version to 11, which is needed to successfully run the lineage harvester:export JAVA_HOME=/us              echo $JAVA_HOME              You get the following error message:Error: A JNI error has occurred, please check your installation and try againException in thread main java.lang.UnsupportedClassVersionError: harvester/Harvester has been compiled by a more recent version of the Java Runtime (class file version 55.0), this version of the Java Runtime only recognizes class file versions up to 52.0 ...In this error message, class file versions up to 52.0 indicates that Java 8 was used; however, lineage harvester requires Java version 11 or newer. If there are multiple versions of Java installed, the lineage harvester might pick Java 8 instead of Java 11. You can run the command java -version to check your Java version.To resolve this issue, set the path to the correct Java installation directory, in the JAVA_HOME environment variable. To do so, run the lineage harvester with the following command: On Windows:set JAVA_HOME=\path\to\java_11_dir && .\bin\lineage-harvester.bat full-sync On Linux:JAVA_HOME=/path/to/java_11_dir ./bin/lineage-harvester full-syncTesting connectivityYou can check whether the lineage harvester can connect to the Collibra Data Lineage server and Data Catalog.Run the lineage harvester in command line.Run the following command: test-connection.The result shows if the lineage harvester can connect to the Collibra Data Lineage server and Data Catalog.The logs will also show the IP addresses of the Collibra Data Lineage servers that you have to whitelist.Password errorsIf you mistyped the password or want to change an existing password, go to the lineage harvester folder > config/pwd.conf and delete the lines below. As a result, the lineage harvester will ask for the password again.If you have the lineage harvester version 1.3.0 or newer, you can also provide your passwords via stdin or a password manager. { url : <URL>, userName : <user>, password : <password> }Technical lineage known issues and limitationsThe following table shows known issues and limitations in the current lineage harvester version.The success rate of a technical lineage, as shown in the Sources tab page, gives a good indication of the processing success. A success rate less than 100%, however, does not mean processing was unsuccessful. A parsing error, for example, which negatively affects the success rate, does not always negatively affect the completeness of the lineage.Known issueDescriptionStitching results of BI source have a gray background.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, assets of BI sources, for example Power BI, that are stitched to other assets in Data Catalog currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched on the Stitching tab page.The lineage harvester currently does not support Java version 16.If you have Java version 16 and run the lineage harvester with the full-sync command, the harvester fails during the API key retrieval process.As a workaround, we recommend the following:Set the JAVA_OPTS to the following: JAVA_OPTS='--illegal-access=deny'Run the lineage harvester in the same command line window.Collibra Data Lineage does not reuse the database model or DDL statements from other sources in the lineage harvester configuration file.Currently, all sources in the lineage harvester configuration file are analyzed separately. As a result, the database model and DDL statements that are used for one source are not taken into account when analyzing another source.As a workaround, we recommend that you make sure that each source has all DDL statements that it needs to be processed properly.Saving the DDL statements in separate files and adding the preview _ before their names might speed up the analysis of the DDL statements.Harvesting an Amazon Redshift data source fails when using a CDATA JDBC driver.If you use a CDATA JDBC driver to harvest metadata from an Amazon Redshift data source, you have to set the queryPassthrough property in the connection configuration to true, otherwise the driver fails to execute the query.The queryPassthrough property is only required if you are using the CDATA Redshift driver, for ingestion via Edge. The lineage harvester via CLI uses the native Redshift driver, which does not require the QueryPassthrough property.Lineage harvester messagesA message code is shown in the lineage harvester logs when something goes wrong during the lineage harvester process. The message code indicates which part of the harvesting process was skipped or failed and provides steps to resolve it.General lineage harvester messagesMessage codeDescriptionMSG-LIN-1001The current asset does not have a technical lineage yet.Only assets that are processed and stitched by Collibra Data Lineage have a Technical lineage.Look for the asset name in the navigation tree of the Browse tab pane, to see if the asset was processed.                If the asset name is not shown in the navigation tree, ensure that the data source of the asset is included in the configuration file.                            If the asset name is shown in the navigation tree, ensure that you correctly prepared the Data Catalog physical data layer for technical lineage before you run the harvester. Specifically, the full path of each asset in Data Catalog must match the full path of the corresponding data object from your data source on the Stitching tab page.               Less likely factors, such as your lineage harvester version and parsing errors can also lead to this error.For complete troubleshooting information, see Technical lineage general troubleshooting.MSG-LIN-3000This is an unknown or unclassified lineage harvester error. Create a support ticket to report the issue.MSG-LIN-3001The lineage harvester was able to successfully connect to the Collibra Data Lineage servers, but received HTTP client error response.If the error message contains Technical lineage is not enabled for this Catalog instance, do the following:Make sure that the URL to your Collibra Data Intelligence Cloud in the catalog section of the lineage harvester configuration file is correct.Make sure that the username and password you use to sign in to Collibra are correct.Make sure that Collibra Data Lineage is enabled for your Collibra environment.If the error message contains Enter a valid URL, do the following:This error is caused by an invalid URL. Make sure that the URL to your Collibra Data Intelligence Cloud in the catalog section of the lineage harvester configuration file is correct.If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-3002The lineage harvester was able to successfully connect to the Collibra Data Lineage servers, but received an HTTP server error response.Wait a few minutes and then run the lineage harvester again. If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-3003The lineage harvester failed to retrieve the API key of your Collibra Data Intelligence Cloud environment with Data Catalog from the Collibra Data Lineage servers due to network connectivity issues.To resolve this issue, do the following:Check your network connectivity.Make sure you have whitelisted the IP addresses of all Collibra Data Lineage servers.Check your proxy settings.You can test your connectivity using the test-connectivity command.MSG-LIN-3004Unable to determine the geographic location of your Collibra Data Intelligence Cloud environment.When you run the lineage harvester, it firsts connects to any available Collibra Data Lineage server to determine your cloud provider and geographic location of your Collibra environment. Then, the lineage harvester sends the harvested metadata to the Collibra Data Lineage sever with the same cloud provider and geographic location.In this case, the geographic location of your Collibra environment could not be determined. If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-3005Connection error due to Snowflake DB Client.The lineage harvester encountered an error through the Snowflake database connector SDK. This issue is specific to the Snowflake connector, not the lineage harvester.To resolve this issue, try the following:                In JDK16, run the lineage harvester with the following command:-Djdk.module.illegalAccess=permit                              In JDK17, run the lineage harvester with the following command:--add-opens jdk.unsupported/sun.misc=ALL-UNNAMED              JAVA_OPTS=--add-opens=java.base/java.nio=ALL-UNNAMED ./bin/lineage-harvester load-sourcesMSG-LIN-4000The Collibra Data Lineage server is unable to connect to Data Catalog.To resolve this issue, try the following:Check your network connectivity.Make sure that the URL to your Collibra Data Intelligence Cloud in the catalog section of the lineage harvester configuration file is correct.Make sure the host names of all databases in the lineage harvester configuration file are correct.If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-19001Connection not defined in config file.This means that a connection to the system or server could not be established. To resolve this issue, try to ensure that you have correctly prepared your Informatica Intelligent Cloud Services <source ID> configuration file.MSG-LIN-19002Taskflow failed to process because of missing connection definition.A taskflow could not be processed because one of the mappings in the taskflow refers to a connection that could not be extracted from the <source ID> configuration file.To resolve this issue, try to ensure that you have correctly prepared your Informatica Intelligent Cloud Services <source ID> configuration file.SQL scanner messagesMessage codeSteps to resolve the issueMSG-LIN-5001This is an unexpected error. Create a support ticket to report your issue.MSG-LIN-5002<Object> not found, please provide DDL or object definition.The scanner for SQL statements couldn't successfully complete its analysis, due to a missing object definition. The error message includes the name of the object.This happens, for example, in a scenario whereby a SQL statement such as CREATE TABLE TMP AS SELECT * FROM ACCOUNTS is uploaded, but the definition for the table ACCOUNTS was not uploaded.In this case, it's impossible to extract lineage information, as the structure of the table ACCOUNTS is unknown. Therefore * cannot be expanded to an actual list of columns, which results in the error.To resolve this issue, if you are uploading SQL statements as files, you need to ensure that you provide DDL for all objects. You can inspect the lineage harvester output to identify the queries that are using the object in the error.Upgrade the lineage harvesterEach new lineage harvester adds features and enhancements to the previous version. We highly recommend that you always use the newest lineage harvester available.If you want to know the difference between versions of the lineage harvester, see the lineage harvester changelog.Upgrade to lineage harvester 1.3.0 and newerThe lineage harvester 1.3.0 enables you to connect to a Collibra Data Lineage server, based on your geolocation and cloud provider.You only have to follow this upgrade procedure when you upgrade from lineage harvester 1.2.1 or older to lineage harvester 1.3.0 or newer or any time the server's geolocation or cloud provider changes.We highly recommend that you always use the newest lineage harvester.StepsIf you have strict firewall rules, whitelist one of the following IP addresses, based on your Collibra geolocation and cloud provider:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)Download lineage harvester 1.3.0 or newer, from the Collibra Downloads page.Install the lineage harvester.Migrate the data sources in your old configuration file to the configuration file in the new lineage harvester folder.If your old configuration file had a techlin section, remove this section and all its properties.Optionally, add or remove data sources in your lineage harvester configuration file.Use the full-sync command to synchronize all data sources in your configuration file.      The lineage harvester uploads your data sources to the Collibra Data Lineage server with the new IP address.If you have previously ingested Power BI, you must run the Power BI harvester again before you run the lineage harvester.What's next?You can now access your technical lineage via a Column, Table, Power BI Column or Looker Look asset page.Reuse a configuration file in a new lineage harvesterWhen you created a technical lineage using an older lineage harvester, you can easily upgrade to the newest lineage harvester and reuse your configuration file.If you want to upgrade from a lineage harvester version older than 1.3.0 to a newer version, please follow the steps in the lineage harvester upgrade topic.StepsDownload the newest lineage harvester from the Collibra Downloads page.Install the lineage harvester.Migrate the data sources in your old configuration file to the configuration file in the new lineage harvester folder.Optionally, add or remove data sources in your lineage harvester configuration file.Use the full-sync command to synchronize all data sources in your configuration file.      The lineage harvester synchronizes your data sources on the Collibra Data Lineage server and refreshes your technical lineage.The lineage harvester change logCollibra Data Lineage is updated and improved on a regular basis. On this page, you can see the most important changes between different versions of the lineage harvester. For a complete list, see the release notes.In the documentation, we assume that you have the most recent version of the lineage harvester. We highly recommend to download and use the newest lineage harvester from the Collibra downloads page even if you are on an older version of Collibra Data Intelligence Cloud.If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an upgrade procedure.The following list contains the most important changes to the lineage harvester and its configuration file.Changed in versionNew lineage harvester improvements2022.07The lineage harvester now retries to get a batch status again if the first HTTP call failed due to a network error. Fixed an issue that was causing custom SQL queries to be identified as belonging to two different Tableau data sources. This resulted in a Unique constraint failed error. Fixed an issue that was resulting in the No asset matches the specified criteria error.When the lineage harvester fetches an access key for a data store, only active records are now fetched. Inactive records are ignored. The lineage harvester is more resilient against authorization expiration when ingesting Looker metadata.The lineage harvester log file now includes the following information: Your Tableau environment type: Tableau Online or Tableau Server typeThe version of your Tableau environment2022.06                When synchronizing Power BI, the last sync time is now correctly shown in the Sources tab page.                              Fixed an issue that was causing the processing of harvested metadata batches to run without coming to completion.                              When ingesting Power BI, if there are Oracle data sources, the Oracle service name is now used, instead of the database name.                              When processing Tableau metadata, the Collibra Data Lineage servers no longer replace >> by <}, which was resulting in parsing errors.                              Fixed an [SQLITE_ERROR] issue that was breaking the technical lineage when attempting to synchronize a data source.                             When processing Power BI metadata, SQL statements are now in upper case.                              When creating a technical lineage for Tableau, any unnecessary brackets “][“ in the names of schemas are now removed.                              When integrating Power BI, you can now ingest measures without DAX. They are shown as attribute type Role in Report on Power BI Column asset pages.              2022.05The lineage harvester 2022.05 includes an internal format change to the password manager pwd.conf file. This means that if you use Lineage harvester 2022.05, you can no longer use the pwd.conf file with an older harvester.                You can now integrate Power BI in Data Catalog via the lineage harvester, meaning you no longer need to use the Power BI harvester. Additional benefits include the following:                                Support for Power BI Data Flows.                             Descriptions of Power BI Reports.                             Statuses of Power BI Workspaces.                              Filtering and domain mapping.             The new Power BI integration method is specifically for new integrations. For those who have been ingesting Power BI via the Power BI harvester, we will soon release a migration script.                Collibra Data Lineage now also supports the following BI integrations:                              MicroStrategy                             SQL Server Reporting Services and Power BI Report Server.                              You can now use token-based authentication when creating a technical lineage for Matillion.This enhancement is not backwards compatible. You must update your configuration file.If you use the lineage harvester 2022.05, you can no longer use the pwd.conf file with an older harvester. The useCollibraSystemName property is now solely used for the configuration of the system name.If you set the useCollibraSystemName property to true in your lineage harvester configuration file, but don't define the system name in the Tableau <source ID> configuration file, the system name in the Tableau technical lineage shows DEFAULT as the system name.                If using a Tableau <source ID> configuration file:                             You can now use wildcards throughout the file.                              The hostName and connectorUrl properties are no longer case-sensitive.              The PostgreSQL JDBC driver is now upgraded from from 42.3.2 to 42.3.3.The Apache Hive JDBC driver is now upgraded from 2.6.17.1020 to 2.6.19.2022.The lineage harvester no longer hangs when harvesting metadata from certain data sources.The lineage harvester automatically refreshes Tableau tokens.You can now use the optional concurrencyLevel property in the lineage harvester configuration file, to specify the internal sizing, meaning the amount of tasks that can be executed at the same time.             2022.04                You can now use the databaseMapping property in your Tableau <source ID> configuration file, to map a Tableau technical database name to the real database name.              When providing connection definitions for Informatica PowerCenter, the dbname property is no longer case-sensitive. When integrating Informatica PowerCenter data sources, Collibra Data Lineage now correctly creates a technical lineage when useCollibraSystemName is set to true.2022.03By default, the lineage harvester no longer harvests images. If you want to include images, include the optional excludeImages property in your configuration file and set the value to false.              When ingesting Tableau metadata, you can now leave empty the collibraSystemName property in your configuration file, even if the useCollibraSystemName property is set to true.              The lineage harvester now correctly shows the help overview when you run the --help command.                Hive source now skips harvesting DDL of exclusively locked tables.              When you change the domain reference ID in the lineage harvester configuration file, Tableau assets are now successfully deleted from the previous domain and recreated in the new domain.                            You no longer see a Fiber Failed error while running the lineage harvester.                            Protobuf is upgraded to version 3.19.3.                              Fixed an issue that was causing incomplete technical lineage and stitching issues when using custom SQL in Tableau.                              Fixed an issue that resulted in a TableauHarvesterError when ingesting Tableau metadata via the linage harvester. Fixed a NullPointerException when no column data type is harvested.Fixed an issue that was causing the ingestion of Looker metadata to fail. Fixed an issue that was causing a JsonParseError when ingesting Tableau metadata.             2022.021.4.4The lineage harvester now supports:Technical lineage for Matillion. Redshift and Snowflake projects in Matillion are supported.              Snowflake syntax for the CONNECT BY clause.1.4.3                The lineage harvester log output now includes Collibra Data Lineage server processing information.                             1.4.2Collibra Data Lineage has improved Teradata parsing. 1.4.1The lineage harvester for IBM DataStage now supports environment files.1.4.1You can now add connection information to the Informatica Intelligent Cloud Services <source ID> configuration file.1.4.1You can now request MicroStrategy as a lineage harvester integration in beta.1.4.0You can now request the following lineage harvester integrations in beta:AWS Glue script annotationsMatillionPower BI Report ServerSQL Server Reporting Services1.4.0The lineage harvester logs now shows message codes to inform you of an issue.1.4.0The user that runs the lineage harvester no longer need elevated permissions to access Snowflake metadata.You need a role that can access the snowflake shared read-only database.To access the shared database, the account administrator must grant IMPORTED PRIVILEGES on the shared database to the user that runs the lineage harvester.1.3.5The lineage harvester configuration file and Power BI harvester configuration files now have a useCollibraSystemName property. You use this property to enable the harvesters to process the value in collibraSystemName properties and map the structure of the data source to system > database > schema > table > column, which you can see in the technical lineage Browse tab pane.By default, this property is set to False.1.3.5You can now create a separate configuration file for each data source to define the collibraSystemName property. For more information about this option, see the following topics:The Informatica <source ID> configuration fileThe IBM DataStage or SQL Server Integration Services connection definition configuration files.The Informatica Intelligent Cloud Services <source ID> configuration file.The Power BI <source ID> configuration file.The Looker <source ID> configuration file.The JSON files with a predefined lineage.1.3.5You can now use the customConnectionProperties field for Microsoft SQL Sever JDBC sources.Business Summary LineageThe Business Summary Lineage is a representation of relations of the type Data Element sources / targets Data Element in a business diagram. It is not a separate diagram view, but refers to any diagram that contains that relation type. It allows you to trace data flows between registered databases and, as such, provides a summary of a technical lineage.Click here for an overview of the differences between Technical lineage and a diagram with Business Summary Lineage.You can create a new diagram view including the Business Summary Lineage or you can select one of the existing diagram views that shows the relation Data Element sources / targets Data Element between Column assets of registered data sources and between BI assets and assets of registered data sources.Before you can view a diagram with Business Summary Lineage, you have to:Register the data sources that you want to see in a diagram with Business Summary Lineage.Prepare a configuration file to create a technical lineage.Use the lineage harvester to upload the data sources in your configuration file to the Collibra Data Lineage server where they are scanned and processed.Once the data sources are scanned, the Collibra Data Lineage server automatically pushes relations of the type Data Element sources / targets Data Element to Collibra Data Intelligence Cloud.Example of a diagram with Business Summary LineageIn this business diagram, you see that the Column assets of the Table asset CustomerProductSales have a relation of the type Data Element sources / targets Data Element to Column assets of other Table assets.Differences between Technical lineage and diagrams with Business Summary LineageTechnical lineage is a detailed lineage graph that shows where data objects are used and how they are transformed. A diagram with the Business Summary Lineage shows the relations between Data Assets in Data Catalog after stitching. Both map the flow of data, but a technical lineage provides a detailed overview of the data flow, while a diagram with Business Summary Lineage only provides a summary of it.The Business Summary Lineage and a technical lineage are both visual representations of nodes. However, there are some key differences between them.For information on the steps required to create a technical lineage, including how to prepare the Data Catalog physical data layer, see About technical lineage.Business Summary LineageTechnical lineageA diagram with a Business Summary Lineage helps Business Analysts and other business users to understand their data by providing a summary of the technical lineage.A technical lineage helps Data Engineers, Data Architects and similar personas to easily navigate to data objects in the data flows and find relevant source code fragments by providing a detailed lineage graph.A diagram containing Business Summary Lineage is accessible via the Diagram tab pane of all assets.A technical lineage is accessible via the tab pane of all Table assets and Column assets. You can view a technical lineage via the tab pane of Table assets and Column assets if you added their database as data sources in the configuration file.A diagram shows assets and relations as defined in its diagram view. In the case of a Business Summary Lineage, the diagram shows, amongst others, relations of the type Data Element targets / sources Data Element between assets that exist in Data Catalog. Relations of this type are automatically created as part of the technical lineage process.A technical lineage shows relations of the type Data Element targets / sources Data Element between all data objects in the data source. Relations of this type are automatically created as part of the technical lineage process.The data objects that you see in the technical lineage are:            Data Element assets for which you created the technical lineage,Other objects, for example temporary tables and columns, that the lineage scanner collected from your data sources, but are not assets in Data Catalog. A diagram with a Business Summary Lineage shows how registered data sources relate to each other.Technical lineage shows how all data sources for which you create a technical lineage relate to each other. If the data source, or a part of the data source, is not registered in Data Catalog, the dependencies between the data elements in the data sources are still shown.You have created a technical lineage for four different databases:The first database, Oracle, is not ingested in Data Catalog and therefore has no assets in Data Catalog.The second database, Raw, contains tables that are ingested in Data Catalog, but also tables that are not ingested and therefore are not assets.The third and fourth database, Refined and Consumption, only contains data objects that are also assets in Data Catalog.Technical lineage shows the data flow from all data objects in the first database, to the second, the third, and the fourth. Databases or data objects that are not ingested in Data Catalog and therefore are not assets, have a gray background.A diagram with Business Summary Lineage only shows the relations between data objects that are also assets in Data Catalog, which means the data flow from assets in the second database to assets in the third, to assets in the fourth. The first database, which wasn't ingested, will not be shown on the diagram.DependenciesA dependency is a data object that is targeted by another data object. This is represented by a relation of the type Data Element targets / sources Data Element, where the dependency is the tail.There are two type of dependencies:a direct dependency: a data object that is the tail of a relation of the type Data Element targets / sources Data Element.      If column A targets column B, then column B is the direct dependency of column A.     an indirect dependency: a data object that is the target of a direct or another indirect dependency.      Column A targets column B, which on its turn targets column C. This means that column A indirectly targets column C, so column C is the indirect dependency of column A.Working with Tableau Tableau is business intelligence software that helps people see and understand their data. Integrating Tableau in Collibra Data Intelligence Cloud enables you to see metadata from Tableau Server and Tableau Online in CollibraData Catalog.In this section, we describe how you can ingest Tableau metadata in CollibraData Catalog and synchronize the metadata using the lineage harvester, a standalone Java application.Please note the following important points regarding this integration method:      It is a cloud-only feature.          The new Tableau operating model is only available in Collibra versions 2021.10 and newer. The two Tableau integration methods—Tableau integration via the Data Catalog and the new integration method via lineage harvester—coexist, and you are free to use the method of your choosing.        Features and limitations of Tableau integration via lineage harvester Tableau terminology Tableau asset types and domain types Tableau operating model Supported data sources in Tableau Automatic stitching Technical lineage for Tableau Overview Tableau integration steps Set up Tableau Prepare a domain for Tableau ingestion Prepare the Data Catalog physical data layer for Tableau stitching Set up the lineage harvester for Tableau ingestion Migrating Tableau assets to the new Tableau operating model Tableau general troubleshooting Features and limitations of Tableau integration via lineage harvesterThis section describes the features and limitations of using the lineage harvester to create Tableau assets and data in Data Catalog.Data Catalog uses Tableau's REST API to get metadata information and follows Tableau's requirements regarding authentication methods. As such, you need a Tableau user with access to the relevant Tableau sites. For more information, see the Tableau documentation.FeaturesThe following table shows the features specific to the two integration methods.FeatureIntegration via Data Catalog UIIntegration via the lineage harvesterCatalog ingestionTechnical lineage Automatic stitching Embedded data source connectivity Custom SQL parsing On-prem credential storage Ingestion via Explorer role (with the Data Management Add-On) LimitationsCurrently, there are still a couple of limitations to integrating Tableau metadata via the lineage harvester:        You ingest Tableau via the lineage harvester, instead of via the Data Catalog UI. All changes to the Tableau ingestion must be configured in the lineage harvester configuration file, instead of Data Catalog.The Stitch button is part of the legacy Tableau integration (via Data Catalog) and does not work when integrating Tableau via the lineage harvester, as stitching is done automatically via this method.        We partially support Unions and Joins. For example, Unions created via the Tableau UI are not represented in Data Catalog. Tableau Data Sources created via custom SQL are supported.Hidden objects in Tableau are not ingested. If you want to ingest a specific object in Tableau, you need to ensure that it is not hidden.Tableau terminology The following table shows the Tableau terminology and corresponding asset types and terminology in Collibra Data Intelligence Cloud.Tableau termDescriptionCollibra equivalentSiteA site is a stand-alone collection of content, such as projects, workbooks and users. Each site has its own URL and its own set of users.Subcommunity and Tableau Site assetProjectA project organizes related content resources. Content resources are workbooks, views and data sources.Tableau Project assetWorkbookA workbook is a collection of views.Tableau Workbook assetDashboardA dashboard is a collection of views from multiple worksheets.Tableau Dashboard assetWorksheetA worksheet contains a single view, along with shelves, legends, and the Data pane.Tableau Worksheet assetTableau data sourceTableau Data Sources consist of metadata that describe the connection information, information about how to access or refresh the data and customizations.Tableau Data Model assetDimensionDimensions contain qualitative values (such as names, dates, or geographical data).Attribute type Role in Report on a Tableau Data Attribute asset pageMeasureMeasures contain numeric, quantitative values that you can measure.Attribute type Role in Report on a Tableau Data Attribute asset pageTableau data attributeTableau Data Attributes define a property of a Tableau data entity.Tableau Data Attribute assetTableau data entityTableau Data Entities are an abstraction of the physical implementation of database tables, used for Tableau report creation.Tableau Data Model assetTableau data modelTableau Data Models are an abstraction for the physical implementation of databases, schemas, files, etc., used for Tableau report creation.Tableau Data Model assetTableau serverA Tableau server is a server on which Tableau users can publish data sources, as a means to share the data connections they've defined.Tableau Server assetTableau asset types and domain typesThe Tableau integration of Collibra Data Intelligence Cloud uses a specific subset of asset types and domain types. All of these come out of the box with your software.The following table shows the asset and domain types that are used for the Tableau integration. Above each asset type you can see the parent asset types in the breadcrumbs.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder Tableau ProjectCollection of Tableau workbooks and data sources.BI CatalogBusiness Asset Business Dimension BI Folder Tableau SiteCollection of content (workbooks, data sources, users, …) that's walled off from any other content on that instance of Tableau Server.BI CatalogBusiness Asset Report BI Report Tableau View Tableau DashboardA collection of several worksheets and supporting information, shown on a single screen, so that you can simultaneously compare and monitor a variety of data.BI CatalogBusiness Asset Report BI Report Tableau View Tableau WorksheetA worksheet is a single sheet on which you can build views of your data.BI CatalogBusiness Asset Report BI Report Tableau WorkbookCollection of sheets. A sheet can be a worksheet, a dashboard or a story.BI CatalogData Asset Data Element Data Attribute BI Data Attribute Tableau Data AttributeA specification that defines a property of a Tableau data entity.Examples: CustomerBirthDate, EmployeeFirstName.BI CatalogData Asset Data Structure Data Model BI Data Model Tableau Data ModelAn abstraction from the physical implementation of database, schema, file, etc., used for Tableau report creation.BI CatalogTechnology Asset Server BI Server Tableau ServerA visual analytics platform for creating interactive dashboards and rich visualisationsBI CatalogTableau operating modelSynchronizing Tableau data means ingesting metadata from Tableau to your Collibra Data Intelligence Cloud environment. The metadata is represented as assets of specific types and their characteristics.The assets have the same names as their counterparts in Tableau.Some asset types are only created if the Tableau user has specific permissions.Relations that were created between Tableau assets and other assets via a relation type in the Tableau operating model, are deleted upon synchronization. The same is true of any attribute types in the operating model that you add to Tableau assets. To ensure that the characteristics you add to Tableau assets are not deleted upon synchronization, be sure to use characteristics that are not part of the Tableau operating model.The following image shows the relations between Tableau asset types.Harvested metadata per asset typeThis table shows the metadata for each Tableau asset type.Asset typeSynchronized metadataTableau ServerURL: The link to the data in TableauDescriptionServer hosts / is hosted in Business DimensionTableau SiteURL: The link to the data in TableauDescriptionBI Folder assembles / Is assembled in BI Folder                Server hosts / is hosted in Business Dimension              Tableau ProjectDescriptionBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportBusiness Dimension source / is source of SystemTableau WorkbookURL: The link to the data in TableauDescriptionCertifiedReport ImageDocument sizeDocument creation dateDocument modification dateFile sizeReport groups / is grouped into ReportTableau Workbook contains / contained in Tableau Data ModelBusiness Dimension groups / is grouped into ReportTableau DashboardURL: The link to the data in TableauCertifiedReport image: The image of the report.                    Images are downloaded and stored in Data Catalog. You can configure the maximum file size and content types of the Tableau images in the Collibra DGC service settings.    Document creation dateDocument modification dateVisible on serverReport groups / is grouped into ReportReport uses / used in ReportReport uses / used in Data AttributeAssets of this type are only created if the Tableau user has the Download/Save As permission on the workbook.Tableau WorksheetURL: The link to the data in TableauCertifiedReport image: The image of the report.       Images are downloaded and stored in Data Catalog. You can configure the maximum file size and content types of the Tableau images in the Collibra DGC service settings.    Document creation dateDocument modification dateVisible on serverReport groups / is grouped into ReportReport uses / used in ReportReport uses / used in Data AttributeAssets of this type are only created if the Tableau user has the Download/Save As permission on the workbook.Tableau Data AttributeData Type: The data type of a data asset, as it is declared by the data source.Role in ReportCalculation RuleData Element targets / sources Data ElementReport uses / used in Data AttributeBI Data Model contains / is part of BI Data AttributeAssets of this type are only created if the Tableau user has the Download/Save As permission on the data source.Tableau Data ModelCertified                                  Original Name: The name of the data source in Tableau                              Document creation dateDocument modification dateBusiness Dimension source / is source of SystemBI Data Model contains / is part of BI Data AttributeTableau Workbook contains / contained in Tableau Data ModelAssets of this type are only created if the Tableau user has the Download/Save As permission on the data source.Example of ingested Tableau metadataThe following image shows an example structure after synchronizing Tableau.Recommended hierarchy within a domainYou can enable hierarchies for the domain (or domains) in which your Tableau assets were ingested. Doing so makes it easier to understand the relation between your Tableau assets, when viewing the assets on the domain page.Follow these steps to enable and configure the recommended hierarchy.Steps          Open the domain page of the relevant BI Catalog domain.        In the content toolbar, click .The Configure Hierarchy dialog box appears.Select Enable Hierarchy.Select Single path.Start typing and select each of the following relation types:Server hosts Business DimensionBI Folder assembles BI FolderBusiness Dimension groups ReportReport groups ReportReport uses ReportReport uses Data AttributeBI Data Attribute is part of BI Data ModelClick Apply.In an asset view, if any asset is deleted, for example via synchronization or manual deletion, the view is recreated and the hierarchy is lost. In this case, you can again enable and configure the recommended hierarchy.Create a Tableau operating model diagram viewYou can create a Tableau-specific diagram view, to visualize the operating model. The following procedure provides instruction on how to quickly create a new diagram view by copying and pasting the JSON code in the diagram view text editor.StepsOpen an asset page.    In the tab pane, click   Diagram.The diagram appears in the default diagram view.Click to add a new view.Click the Text tab, to switch to the diagram view text editor.Click Show me the JSON code below this procedure, to expand the code.Paste the code in diagram view text editor.Click Save.Edit the name and description of the diagram view, to suit your needs.Show me the JSON code { nodes: [ { id: Tableau Workbook, type: { id: 00000000-0000-0000-0000-110000000002 }, layoutRegion: context }, { id: Tableau Dashboard, type: {  id: 00000000-0000-0000-0001-110000000301 }, layoutRegion: context }, { id: Tableau Worksheet, type: {  id: 00000000-0000-0000-0001-110000000300 }, layoutRegion: context }, { id: Tableau Data Model, type: {  id: 00000000-0000-0000-0000-110000000008 }, layoutRegion: context }, { id: Tableau Project, type: {  id: 00000000-0000-0000-0000-110000000001 }, layoutRegion: context }, { id: Tableau Site, type: {  id: 00000000-0000-0000-0000-110000000000 }, layoutRegion: context }, { id: Tableau Server, type: {  id: 00000000-0000-0000-0000-110000000005 }, layoutRegion: context }, { id: Tableau Data Attribute, type: {  id: 00000000-0000-0000-0000-110000000010 }, layoutRegion: context }, { id: Column, type: {  id: 00000000-0000-0000-0000-000000031008 }, layoutRegion: context }, { id: Table, type: {  id: 00000000-0000-0000-0000-000000031007 }, layoutRegion: context }, { id: Schema, type: {  id: 00000000-0000-0000-0001-000400000002 }, layoutRegion: context }, { id: Database, type: {  id: 00000000-0000-0000-0000-000000031006 }, layoutRegion: context } ], edges: [ { from: Tableau Project, to: Tableau Workbook, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000002 }, roleDirection: true }, { from: Tableau Site, to: Tableau Project, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000001 }, roleDirection: true }, { from: Tableau Server, to: Tableau Site, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000000 }, roleDirection: true }, { from: Tableau Data Model, to: Tableau Data Attribute, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-000000007196 }, roleDirection: true }, { from: Tableau Data Attribute, to: Tableau Data Attribute, label: , style: arrow, type: {  id: 00000000-0000-0000-0000-000000007069 }, roleDirection: false }, { from: Tableau Workbook, to: Tableau Data Model, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000020 }, roleDirection: true }, { from: Tableau Project, to: Tableau Data Model, label: , style: arrow, type: {  id: 00000000-0000-0000-0000-120000000014 }, roleDirection: true }, { from: Column, to: Column, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-000000007042 }, roleDirection: false }, { from: Column, to: Table, label: , style: boxed, type: {  id: 00000000-0000-0000-0000-000000007042 }, roleDirection: true }, { from: Table, to: Schema, label: , style: boxed, type: {  id: 00000000-0000-0000-0000-000000007043 }, roleDirection: false }, { from: Schema, to: Database, label: , style: boxed, type: {  id: 00000000-0000-0000-0000-000000007024 }, roleDirection: false }, { from: Tableau Data Attribute, to: Tableau Worksheet, label: , style: arrow, type: {  id: 00000000-0000-0000-0000-120000000021 }, roleDirection: false }, { from: Tableau Workbook, to: Tableau Worksheet, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000004 }, roleDirection: true }, { from: Tableau Workbook, to: Tableau Dashboard, label: , style: boxing, type: {  id: 00000000-0000-0000-0000-120000000004 }, roleDirection: true }, { from: Tableau Worksheet, to: Tableau Dashboard, label: , style: arrow, type: {    id: 00000000-0000-0000-0000-120000000007 }, roleDirection: false }, { from: Tableau Data Attribute, to: Column, label: , style: arrow, type: {  id: 00000000-0000-0000-0000-000000007069 }, roleDirection: false } ], showOverview: false, enableFilters: true, showLabels: true, showFields: true, showLegend: true, showPreview: true, visitStrategy: directed, layout: HierarchyLeftRight, maxNodeLabelLength: 50, maxEdgeLabelLength: 30, layoutOptions: { compactGroups: false, componentArrangementPolicy: topmost, edgeBends: true, edgeBundling: true, edgeToEdgeDistance: 5, minimumLayerDistance: auto, nodeToEdgeDistance: 5, orthogonalRouting: true, preciseNodeHeightCalculation: true, recursiveGroupLayering: true, separateLayers: true, webWorkers: true, nodePlacer: { barycenterMode: true, breakLongSegments: true, groupCompactionStrategy: none, nodeCompaction: false, straightenEdges: true } } } Supported data sources in TableauTableau is business intelligence software that can integrate with various data sources. When you ingest Tableau metadata, Collibra Data Lineage tries to automatically stitch the metadata to data sources registered in Data Catalog. It also creates a Technical lineage that shows where metadata is used and how it transforms.The following table shows the supported data sources in Tableau that have been tested, and whether or not technical lineage and stitching is supported for the data source. We cannot guarantee that stitching works as expected for other data sources or versions.For stitching, you must correctly prepare the Data Catalog physical data layer.Data sourceVersionSupport for technical lineageSupport for stitchingAmazon Redshift1.2.34.1058 and newerYesYesAzure SQL serverNewest versionYesYesAzure SQL Data WarehouseNewest versionYesYesAzure Synapse AnalyticsNewest versionYesYesDremio20.0.0YesYesGoogle BigQueryNewest versionYesYesGreenplum6.10 and newerYesYesHiveQL (SQL-like statements)2.3.5 and newerYesYesIBM DB211.5 and newerYesYesOracle11g, 12c and newerYesYesPostgreSQL9.4, 9.5 and newerYesYesMicrosoft SQL Server2014, 2016 and newerYesYesMySQL5.7, 8 and newerYesYesNetezza7.2.1.0 and newerYesYesSAP Hana2.00.40 and newerYesYesSnowflakeNewest versionYesYesSpark SQL2.4.3 and newerYesYesSybase Adaptive Server Enterprise16.0 SP02 and newerYesYesTeradata15.0, 16.20.07.01 and newerYesYesAutomatic stitchingStitching is a process that creates relations between database columns that are Column assets in Collibra Data Intelligence Cloud and BI assets representing the same database, specifically between:The assets that are created when you ingest Tableau.The assets that are created when you register a data source or import assets.The lineage harvester harvests the Tableau source code and sends it to the Collibra Data Lineage server. The Collibra Data Lineage also collects the full names of assets ingested in Data Catalog and stitches them to data objects collected from Tableau. After processing the metadata, the Collibra Data Lineage server ingests the Tableau assets and their characteristics in Data Catalog. Tableau assets that are stitched now show a relation of the type Data Element targets / sources Data Element to the stitched asset. This relation type is also visualized in a technical lineage.To clarify, the Tableau Data Attribute is the target of the Column, and the Column is the source of the Tableau Data Attribute.If the Column asset is from a data source that is not supported by technical lineage, a standard SQL parser is used to try to visualize the column in a technical lineage, but the technical lineage might not be complete.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, the stitching results of BI sources currently have a gray background. This does not mean the stitching failed. You can see which assets are stitched in the Stitching tab page.When you ingest Tableau metadata, a technical lineage for Tableau Data Attribute assets is automatically created.Stitching issuesTo stitch assets in Data Catalog to data objects collected by the lineage harvester, the Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full path of Tableau assets. If the full paths match, the Collibra Data Lineage server automatically stitches them.Ensure that you correctly prepare the Data Catalog physical data layer.The Technical lineage Stitching tab page shows the full paths of assets in Data Catalog and data objects collected from Tableau. To fix stitching issues, you can look up the full paths and make sure they match.Technical lineage for TableauWhen you ingest Tableau metadata in Data Catalog, a technical lineage for Tableau Data Attribute assets is automatically created. PermissionsYou can see the technical lineage of Tableau assets by clicking on the Technical lineage tab on the asset page of any Table or Column asset in Data Catalog when you have a Data Catalog global role with the Catalog and Technical lineage global permissions.Technical lineage graphThe technical lineage graph shows relations of the type Data Element sources / targets Data Element between Tableau assets and other data objects in the data flow, for example between a Column asset and a Tableau Data Attribute asset. These relations are created during the Tableau ingestion process as a result of automatic stitching.If you use a Tableau <source ID> configuration file and don’t specify a value for the relevant collibraSystemName property, the designation “UNDEFINED” will be shown in the technical lineage.ExampleThe following technical lineage shows how data flows from a PostgreSQL data source to Tableau. It shows relations of the type Data Element sources / targets Data Element between the Column assets of the database and Tableau Data Attribute assets in Tableau. For example, Column asset DEPARTMENT_NAME has a relation of the type Data Element sources / targets Data Element to the Tableau Data Attribute asset department_name.Sources tab pageThe Sources tab page shows the transformation details that were analyzed and processed on the Collibra Data Lineage server and the results of this analysis. The success rate of the analysis indicates how complete the technical lineage is. There are a few limitations that prevent the Collibra Data Lineage server from processing all Tableau metadata.The Collibra Data Lineage server might not be able to process all complex Tableau metadata. This means that the success rate of a Tableau ingestion might not be 100%.Overview Tableau integration stepsThe Tableau integration enables you to harvest Tableau metadata and create new Tableau assets in Data Catalog. Collibra Data Intelligence Cloud analyzes and processes the metadata and presents it as specific asset types, retaining their original names.StepsThe table below shows the steps and prerequisites required to integrate Tableau in Collibra via the lineage harvester.StepWhat?DescriptionPrerequisites1Set up Tableau.Before you start the Tableau integration in Data Catalog, make sure that the lineage harvester can reach the Tableau metadata. Perform these tasks before you start the actual Tableau ingestion process.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.You have a Tableau subscription.3Create a new domain.Before you can ingest Tableau metadata, you have to create a new domain or choose an existing domain to store the new Tableau assets.If you are using Collibra Data Intelligence Cloud 2021.11 or older, you have to add all Tableau attributes in the operating model to a scope and create a scoped assignment before you ingest Tableau via the lineage harvester. For complete information and step-by-step instruction, see Tableau general troubleshooting.You have a resource role with the following resource permissions:Domain: Add4Prepare the physical data layer.You prepare Data Catalog's physical data layer to enable Data Catalog to automatically stitch the Tableau assets to existing assets in Data Catalog.In the global assignment of each asset type included in the Tableau operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail. You have a global role with the Catalog global permission, for example Catalog Author.You have set up the JDBC driver of your source data, for example Snowflake. You have a resource role with the following resource permissions on the Schema community:Asset > addAttribute > addDomain > addAttachment > addYou have the permissions to retrieve the metadata of the following database components through the JDBC Driver Database Metadata methods:SchemasTablesColumns5Download and install the lineage harvesterYou use the lineage harvester to trigger the creation of Tableau assets, their relations and a technical lineage in Data Catalog.You can download the lineage harvester from the Collibra Product Resource Downloads page.Your environment meets the system requirements to install and use the lineage harvester.6Prepare the lineage harvester configuration file and run the lineage harvester.You create a lineage harvester configuration file with Tableau connection information and run the lineage harvester to import the results of the Tableau integration and the technical lineage for Tableau into Data Catalog.As a result, Collibra creates new Tableau assets in Data Catalog and imports relations between these assets. It also creates a technical lineage for Tableau assets and other data sources in the lineage harvester configuration file.You have downloaded the lineage harvester version 2022.02 or newer.Your environment meets the system requirements to install and run the lineage harvester. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: add7View the Tableau assets and technical lineageAfter the Tableau metadata is ingested in Data Catalog, you can go to the domain where you ingested Tableau and see the list of ingested Tableau assets. These assets are automatically stitched to existing assets in Data Catalog.You can also view the Tableau technical lineage.When you run the lineage harvester, Collibra Data Lineage creates all Tableau assets in a single BI Catalog domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial BI Catalog domain when you synchronize Tableau. As a consequence, all manually added data of those assets is lost.You have a Data Catalog global role with the Catalog and Technical lineage global permissions.Naming conventionWhen you synchronize Tableau, Collibra follows a strict naming convention for the names of the new assets. Each asset has a display name and full name. The full name represents the asset path from asset to the database it belongs to. You can freely edit the display name. However, you should never edit the full name, because Data Catalog may need it to synchronize and stitch data sources. This may cause unexpected results and break the synchronization process.We strongly recommend that you not edit the full names of any Tableau assets. Doing so will likely lead to errors during the synchronization process.Set up TableauBefore you ingest Tableau metadata in Data Catalog, you have to check if you have the right Tableau version, licenses, roles and permissions.Tableau versions and licensesBefore you ingest Tableau metadata in Data Catalog via the lineage harvester, you must ensure that the lineage harvester can access and harvest the Tableau metadata.If you want to create a technical lineage and stitch your Tableau assets to assets in Data Catalog, you must enable the Tableau metadata API in Tableau.Supported versions2020.22020.32020.42021.12021.22021.32021.42022.01Tableau roles and permissions The lineage harvester uses the Tableau Rest APIs and Tableau Metadata API to ingest the Tableau metadata. You need at least minimum permissions in Tableau to enable the lineage harvester to access the Tableau metadata and ingest it in Data Catalog.Permissions on metadataPermissions control who is allowed to see and manage external assets and which metadata (for both Tableau content and external assets) is shown through lineage.If Tableau Online or Tableau Server is not licensed with the Data Management Add-on, then by default, only admins can see database and table metadata through the Tableau Metadata API. You can turn on derived permissions, to allow users to see metadata on external assets for the content that they own, or for the content that is published to a project for which they are a project leader or project owner. For complete information, see the Tableau documentation.Minimum roles and permissions in TableauYou need to following minimum roles and permissions to harvest Tableau metadata:You have a View permission on Tableau projects, workbooks and data sources you want to ingest.You have a Viewer or Explorer (can publish) role with access to the Tableau REST API.Recommended roles and permissions in TableauFor a full ingestion, we recommend the following roles and permissions in Tableau:You have at least a View permission on Tableau projects, workbooks and data sources you want to ingest.You have the Explorer role with the Data Management Add-on.Tableau users with a Server Administrator role have access to the entire Tableau Server. Tableau users with a Site Administrator role can only be assigned to specific Tableau sites. As a result, if you have the Site Administrator role, only metadata from specific Tableau sites can be ingested in Data Catalog.Tableau ingestion results The following tables shows the ingestion results based on Tableau permissions. By default, the lineage harvester uses both the Tableau REST API and the Tableau Metadata API, but you can limit the ingestion by allowing the lineage harvester to use only the Tableau REST API.If you ingest a Tableau dataset that doesn't have any attributes, asterisks (*) are shown as the Tableau Data Attribute asset names in Collibra.Tableau site roleMetadata API in TableauResult in Data CatalogViewerDisabledTableau reports and data sources are ingested into Data Catalog, but with a limited scope. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau Data ModelTableau WorkbookTableau WorksheetWe cannot retrieve lineage information or perform automatic stitching.ViewerEnabledTableau reports and data sources are ingested into Data Catalog, but with a limited scope. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau Data ModelTableau Data AttributeTableau WorkbookTableau WorksheetWe cannot retrieve lineage information or perform automatic stitching.Explorer, without the Data Management Add-onDisabledTableau reports and data sources are ingested into Data Catalog, but with a limited scope. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau DashboardTableau Data ModelTableau WorkbookTableau WorksheetWe cannot retrieve lineage information or perform automatic stitching.Explorer, without the Data Management Add-onEnabledTableau reports and data sources are ingested into Data Catalog, but with a limited scope. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau DashboardTableau Data ModelTableau Data AttributeTableau WorkbookTableau WorksheetWe cannot retrieve lineage information or perform automatic stitching.One of the following:                Tableau Server Administrator                              Tableau Site Administrator                              Explorer, with the Data Management Add-on              DisabledData Catalog creates new assets according to your content in Tableau using metadata in Tableau databases and tables. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau Data ModelTableau WorkbookTableau DashboardTableau WorksheetWe cannot retrieve lineage information or perform automatic stitching.One of the following:                Tableau Server Administrator                              Tableau Site Administrator                              Explorer, with the Data Management Add-onEnabledData Catalog creates new assets according to your content in Tableau using metadata in Tableau databases and tables. Resulting asset types:Tableau ServerTableau SiteTableau ProjectTableau Data ModelTableau Data AttributeTableau WorkbookTableau DashboardTableau WorksheetIf Tableau Online or Tableau Server is not licensed with the Data Management Add-on, then by default, only admins can see database and table metadata through the Tableau Metadata API. You can turn on derived permissions, to allow users to see metadata on external assets for the content that they own, or for the content that is published to a project for which they are a project leader or project owner. For complete information, see the Tableau documentation.Prepare a domain for Tableau ingestionDuring Tableau integration, Tableau assets are ingested in one or more specified domains in Collibra Data Intelligence Cloud. You then include the domain reference ID (or IDs) in the appropriate configuration file.PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain or domains.You can create multiple domains in one go. To do this, press Enter after typing a value and then type the next. Domain names have to be unique in their parent community. If you type a name that already exists, it will appear in strike-through style.Click Create.Open your domain. If you created multiple domains, open each of them in turn.Copy the reference ID of each domain you created. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.        Paste the domain reference ID (or IDs) in the appropriate configuration file, depending on whether you want to ingest Tableau assets in a single domain or multiple domains. For complete information on which properties and which configuration files to use, see the domainId property description in Prepare the lineage harvester configuration file for Tableau.When you run the lineage harvester, Collibra Data Lineage creates all Tableau assets in a single BI Catalog domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial BI Catalog domain when you synchronize Tableau. As a consequence, all manually added data of those assets is lost.If you are using Collibra 2021.11 or older, you have to add all Tableau attributes in the operating model to a scope and create a scoped assignment before you ingest Tableau via the lineage harvester. For complete information and step-by-step instruction, see Tableau general troubleshooting.Prepare the Data Catalog physical data layer for Tableau stitchingBefore you can perform stitching, you have to prepare Tableau's logical data layer and Data Catalog's physical data layer. In this section, we describe how to prepare the physical data layer.In the global assignment of each asset type included in the Tableau operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail.Prerequisites You have a global role with the Catalog global permission, for example Catalog Author.You have a role with the following resource permissions on the Schema community: Asset: addAttribute: addDomain: addAttachment: addStepsRegister a database as data source.After registration, the assets of the following asset types are created in Data Catalog:SchemaTableColumnCreate a Database asset.We strongly recommend to use the name as your original data source, so that the name of the Database asset matches Tableau's naming convention.Open Catalog.In the main menu, click the Create () button.Click the Assets tab.Click Database.The Create Asset dialog box appears.Enter the required information.FieldDescriptionTypeThe asset type of the asset that you are creating, in this case Database.DomainThe domain to which the new asset will belong. You can only create a asset type in any domain of a domain type that is assigned to a Database asset type.NameThe name of the Database asset. This has to match the name of the Tableau Data Model.You can create multiple assets in one go. To do this, press Enter after typing a value and then type the next. Depending on the settings, asset names may have to be unique in their domain. If you type a name that already exists, it will appear in strike-through style.Click Create.A message at the top-right of your screen confirms that one or more assets are created.Create a relation between the Database asset and the Schema asset using the Technology Asset has / belongs to Schema relation type.    In the tab pane, click   Add Characteristic.The Add a characteristic dialog box appears.Click Relations.Search for and click has schema.The Add has schema dialog box appears.Enter the required information.OptionDescriptionAssetsThe name of the schema.Filter suggested assets by organizationOption to filter the suggestions based on selected communities and domains.If this option is selected, the organization tree appears. You can then filter and select domains and communities.Start dateOptionally enter the date on which the relation between the assets becomes applicable. Leave this field empty to create a permanent relation.End dateOptionally enter the date on which the relation between the assets is no longer applicable. Leave this field empty to create a permanent relation.Click Save.Check that the following relations are created for all Column assets that you want to stitch to Tableau assets:Schema contains / is part of TableColumn is part of / contains TableWhat's next?If you haven't done so yet, prepare the Tableau logical data layer.After both the logical data layer and the physical data layer are prepared, you can stitch them.Set up the lineage harvester for Tableau ingestionThe lineage harvester is a software application that is required to collect your Tableau metadata and send it to the Collibra Data Lineage server, where the metadata is processed and new Tableau assets and relations are created.To ingest Tableau metadata into Data Catalog, you need lineage harvester 2022.02 or newer. We strongly recommend that you use the latest version of the lineage harvester.Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:Tableau ingestion workflowYou run the lineage harvester to start the Tableau ingestion workflow. When you initiate Tableau ingestion, each workflow component performs the following actions:        The lineage harvester: Communicates with Tableau.Harvests the Tableau metadata that will be ingested to Data Catalog.Sends the Tableau metadata to the Collibra Data Lineage server.The Collibra Data Lineage server: Analyzes the Tableau metadata.Creates new assets and relations.Stitches existing assets in Data Catalog to Tableau assets.Imports new Tableau assets and their relations in Data Catalog.Data Catalog:Shows new Tableau assetsShows a Technical lineage for Tableau assets.Shows stitching results between Tableau Data Attribute assets and Column assets.This is the recommended workflow. If you do not want to use the Tableau Metadata API, you can disable it via the configuration file.About the lineage harvester installationYou use the lineage harvester to collect source code from your data sources and create new relations between data elements from your data source and existing assets in Data Catalog.The lineage harvester runs close to the data source and can harvest transformation logic like SQL scripts and ETL scripts from a specific location, for example a database table or a folder on a file system.Collibra Data Lineage is a cloud-only feature.RequirementsTypeRequirementsSoftwareMinimum requirements:Java Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended requirements:Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.HardwareMinimum requirements:2 GB RAM1 GB free disk spaceRecommended requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetworkFirewall rules so that the lineage harvester can connect to:The host names of all data sources in the lineage harvester configuration file.All Collibra Data Lineage servers in your geographic location:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The lineage harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the lineage harvester rescans all your data sources. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.The lineage harvester uses port 443.Installing the lineage harvesterIf you purchased Collibra Data Lineage, you can access the lineage harvester on the downloads page. To install the lineage harvester, do the following:Download the lineage harvester.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help. We highly recommend to always install and use the latest available lineage harvester.Prepare the lineage harvester configuration file for TableauYou have to prepare a configuration file before you run the lineage harvester. The lineage harvester collects your Tableau metadata and sends it to the Collibra Data Lineage server, where it is processed and analyzed. Collibra Data Intelligence Cloud then imports the Tableau assets and relations to Data Catalog.PrerequisitesYou have Collibra Data Intelligence Cloud 2022.01 or newer.If you are using Collibra Data Intelligence Cloud 2021.11 or older, you have to add all Tableau attributes in the operating model to a scope and create a scoped assignment before you ingest Tableau via the lineage harvester. For complete information and step-by-step instruction, see Tableau general troubleshooting.You have the lineage harvester 2022.02 or newer.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have created a BI Data Catalog domain in which you want to ingest the Tableau assets.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYou have downloaded the lineage harvester and you have the necessary system requirements to run it.You have tested your connectivity with the Tableau server.StepsWatch a video on how to do thisRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder. Open the lineage-harvester.conf file and enter the values for each property.      PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra DGC environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.useCollibraSystemNameIndication whether you want to use the system or server name of a data source to match to the System asset you created when you prepared the physical data layer. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false. If you want to use it, set it to true.If you keep the property set to false, the lineage harvester ignores the collibraSystemName property in the rest of the configuration file.If you set the useCollibraSystemName property to true, the lineage harvester reads the value in the collibraSystemName property in all sections of the configuration file and in the Tableau <source ID> configuration file.If you set the useCollibraSystemName property to true in your lineage harvester configuration file, but don't define the system name in the Tableau <source ID> configuration file, the system name in the Tableau technical lineage shows DEFAULT as the system name.Unless you have multiple databases with the same name, we highly recommend that you keep the default value.useSharedDbModelOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section contains all of the Tableau connection properties.typeThe kind of data source. In this case, the value has to be Tableau.idThe unique ID to identify the Tableau metadata that was uploaded to the Collibra Data Lineage.In the sources section of your lineage harvester configuration file, you can only specify one id property per Tableau server or Tableau online account. If you have multiple id properties for a single Tableau server or Tableau online account, ingestion will fail. If you have multiple id properties in the configuration file, it means you intend to ingest from multiple unique Tableau servers or Tableau online accounts.This value can be anything as long as it is a unique. The lineage harvester uses the ID to identify a batch of data on the Collibra Data Lineage server.urlThe link to the data in Tableau.usernameThe username you use to sign in to the Tableau server.If you want to use token-based authentication, you need to replace username with tokenName. You must specify either username or tokenName; if both exist, then tokenName is used.tokenNameThe lineage harvester authentication token.For token-based authentication, use this property in your lineage harvester configuration file, instead of the username property. If both properties are present, tokenName is used.siteIdsThe site IDs of the Tableau sites that you want to include in the ingestion process.Ensure that you specify the correct value. The correct value is the URL of the site to which you want to sign in. When you manually sign in to Tableau Server or Tableau Online, the site ID is the value that appears after /site/ in the browser address bar. In the following example URLs, the site ID is MarketingTeam:Tableau Server: http://MyServer/#/site/MarketingTeam/projectsTableau Online: https://10ay.online.tableau.com/#/site/MarketingTeam/workbooksOn Tableau Server, however, the URL of the Default site does not specify the site. For example, the URL for a view named Profits, on a site named Sales, is http://localhost/#/site/sales/views/profits. The URL for this same view on the Default site is http://localhost/#/views/profits. The site name Sales does not figure in the URL. If you can't see the site ID, leave this property empty: siteIds: []If you want to ingest two Tableau sites Site 1 and Site 2, you can enter the following information in the siteIds property: [site ID of Site 1, site ID of Site 2].siteNamesThe site names of the corresponding site IDs.This property is:Optional for Tableau ServerMandatory for Tableau Online.If you have Tableau Server and you don't use this property, you must delete it from your configuration file. Don't leave the property in the configuration file without a value.restOnlyIndication whether or not you would like to use both the Tableau REST API and Tableau Metadata API to harvest Tableau metadata.false (default): The lineage harvester will use the REST API and Metadata API to harvest Tableau metadata.true: The lineage harvester will only use the REST API to harvest Tableau metadata.If you only allow the lineage harvester to use the Tableau REST API, the harvester won't be able to process the necessary information for the technical lineage and the automatic stitching of Column assets to Tableau Data Attribute assets will not be possible.collibraSystemNameThe name of the data source's system or server. You must include this property in your configuration file; however, you can leave it empty, even if the useCollibraSystemName property is set to true.If the useCollibraSystemName property is set to true, you must prepare a Tableau <source ID> configuration file to provide the system information.domainIdThe unique reference ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the Tableau assets.You can ingest Tableau assets in one or more domains in Collibra. The following table identifies which properties and which configuration files to use, depending on whether you want to ingest in one or multiple domains.If you want to...Then...Ingest in a single domain in CollibraRefer to the single domain reference ID in this domainID property.Ingest in multiple domains in CollibraDo both of the following:Mention a domain reference ID in this domainID property, for your Tableau Server asset.Refer to all relevant domain reference IDs in the domainMapping section of the Tableau <source ID> configuration file, for your Tableau site, Tableau project and all child assets.The domainID property represents the default domain. Tableau assets that are not mapped to specific domains via the domainMapping section of the Tableau <source ID> configuration file, for example Tableau Server assets, are ingested in this default domain.How do I find a domain reference ID?Open the relevant domain in Collibra. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the reference ID is in bold.excludeImagesOptional property for excluding the downloading of images. To exclude the downloading of images, set this property to true.The maximum number of images that can be uploaded to Collibra per day is determined by the configuration of the file upload service, in Collibra Console. For complete details, see the Upload configuration settings in DGC service configuration: options.concurrencyLevelOptional property for specifying the internal sizing, meaning the amount of tasks that can be executed at the same time.The default value is 10, meaning as many as 10 HTTP requests can take place in parallel. Consider reducing the value if you are experiencing HTTP 401 Unauthorized errors. Setting the value to 1 effectively disables the concurrency level, so that HTTP requests will be run in a synchronous manner, instead of in parallel.pagingOptional property for customizing the Tableau API pagination settings.The default values are sufficient in most cases; however, you can decrease them to help mitigate node limit errors, or increase them to speed up API calls.The complete list of pagination settings, descriptions and default values paging: { databasesPageSize: 100, tablesPageSize: 100, tablesColumnsPageSize: 100, tableColumnsPageSize: 1000, datasourcesPageSize: 50, datasourcesFieldsPageSize: 50, datasourceFieldsPageSize: 100, worksheetsPageSize: 100, worksheetsFieldsPageSize: 100, worksheetFieldsPageSize: 1000, dashboardsPageSize: 100, columnsLimit: 20, fieldsLimit: 20 } Settings per metadata type and descriptionsMetadata typeSetting and descriptionDashboarddashboardsPageSize: The number of dashboards per page.WorksheetworksheetsPageSize: The number of worksheets per page.worksheetsFieldsPageSize: The number of worksheet fields per page.DatabasedatabasesPageSize: The number of databases per page.TabletablesPageSize: The number of tables per page.tablesColumnsPageSize: The number of table columns per page.Table columnstableColumnsPageSize: The number of table columns per page.Data sourcedatasourcesPageSize: The number of data sources per page.datasourcesFieldsPageSize: The number of data source fields per page.columnsLimit: The number of data source field columns per page.fieldsLimit : The number of referenced data source fields per page.Data source fielddatasourceFieldsPageSize: The number of data source fields per page.columnsLimit: The number of data source field columns per page.fieldsLimit : The number of referenced data source fields per page.Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the password or client secret to connect to your Collibra Data Intelligence Cloud and Tableau environment.The passwords are encrypted and stored in /config/pwd.conf.Example { general: {  catalog: {   url: https://<organization>.collibra.com,   username: <your-collibra-username>  },  useCollibraSystemName: false,  useSharedDbModel: true }, sources: [ {  type: Tableau,  id: unique-ID,  url: URL to Tableau server,  username: Admin,  siteIds: [site ID of Tableau Site 1, site ID of Tableau Site 2],  siteNames: [site name of Tableau Site 1, site name of Tableau Site 2],  restOnly: false,  collibraSystemName: tableau-system-name,  domainId: Domain-resource-ID,  excludeImages: true,  concurrencyLevel: 1,  paging: {  pagination-setting: 100,  pagination-setting-2: 100 } } ] }What's next?The lineage harvester triggers Collibra to import Tableau assets and their relations and create a technical lineage for Tableau Data Attribute assets.If issues occur during the Tableau ingestion process, check the Tableau troubleshooting section to solve your problems.To refresh the Tableau metadata, you can run the lineage harvester again or schedule jobs to run them automatically.You can check the progress of the Tableau ingestion in Activities. The results field indicates how many relations were imported into Data Catalog.Prepare the Tableau <source ID> configuration fileThe lineage harvester uses the configuration file to connect to Tableau. However, you may need to provide additional information via a Tableau <source ID> configuration file. You use the Tableau <source ID> configuration file to:Define your Tableau operating model.Provide additional information about databases and files in Tableau. For example, you can define the system name of databases in Tableau.Map a Tableau technical database name to the real database name, to preserve stitching. See the databaseMapping property.Define in which domains in Collibra you want to ingest assets from your Tableau sites and Tableau projects. See the domainMapping property.StepsWatch a video on how to do thisCreate a new JSON file in the lineage harvester config folder.Give the JSON file the same name as the value of the Id property in the lineage harvester configuration file.      If the value of the Id property in the lineage harvester configuration file is tableau-source-1, then the name of your JSON file should be tableau-source-1.conf.Your JSON file must have the file extension .conf.For each database in Tableau, add the following content to the JSON file:You can use wildcards to capture multiple string combinations for any of these properties.Show me the supported wildcardsPatternDescription*Matches everything.?Matches any single character.[seq]Matches any character in seq.[!seq]Matches any character not in seq.PropertyDescriptioncollibraSystemNamesThis section contains the system information for different Tableau data sources. Depending on the kind of data source or connection, you have to specify how to connect to this data source.For more information, see the Tableau documentation. We also recommend to check the list of supported connectors in Tableau.databasesThis section contains connection information to one or more databases in Tableau.If you do not have databases in Tableau, you can remove this section.The values that you specify for this property are not case sensitive.hostnameThe host name of the database.collibraSystemNameThe system name of the database.filesThis section contains connection information to one or more files in Tableau.If you do not have files in Tableau, you can remove this section.filePathThe full path to the file. For example, the path to a JSON file.collibraSystemNameThe system name of the file.connectorsThis section contains connection information to one or more connectors in Tableau.If you do not have connectors in Tableau, you can remove this section.The values that you specify for this property are not case sensitive.connectorUrlThe URL of the connector. For example, the URL to Google Analytics.collibraSystemNameThe system name of the connector.cloudFilesThis section contains connection information to one or more cloud files in Tableau's input data.If you do not have cloud files in Tableau, you can remove this section.nameThe name of the file. For example, the name of a Zendesk file.collibraSystemNameThe system name of the cloud file.databaseMappingThe Tableau API returns a technical database name based on the hostname, instead of the actual database name, which breaks stitching. This property allows you to map a Tableau technical database name to the real database name, for example: databaseMapping: { <hostname:port>:<actual database name> }The values that you specify for this property are not case sensitive.domainMappingThis section defines in which domains in Collibra you want to ingest assets from your Tableau sites and Tableau projects.Use this property only if you want to ingest Tableau assets into multiple domains in Collibra Data Intelligence Cloud. If you want to ingest into a single domain, use only the domainID property in the lineage harvester configuration file.The domainID property in the lineage harvester configuration file represents the default domain. Tableau assets that are not mapped to specific domains via this domainMapping section, for example Tableau Server assets, are ingested in that default domain.  Domain mapping is transitive, meaning that all resources, such as Tableau workbooks and data attributes in a parent Tableau site, project or sub-project, are ingested in the same domain as the parent.Show me an exampleLet's say that you have a Tableau site named Site-1. You want to ingest all Tableau projects in Site-1 in a domain named Domain-1 in Collibra, with the exception of one Tableau project named Project-Default, which you want to ingest in Domain-2. You should configure the domainMapping section as follows. domainMapping: { <Site-1>: reference-id-of-Domain-1, <Site-1> > <Project-Default>: reference-id-of-Domain-2 }If you wanted to specify a domain for a sub-project of Project-Default, you would use the <site name> > <project name> > <sub-project name> property, as described below.For the properties in this domainMapping section, ensure that you maintain the spaces before and after >, for example Site-1 > Project-Default. The spaces serve as a separator between the site and the projects.site nameThe Tableau site name, followed by the unique reference ID of the domain in Collibra in which you want to ingest resources from the Tableau site.In the configuration file, use the actual site name, along with the domain reference ID, for example: Collibra_tab_partner_site: afc8cfb0-91f1-4075-a3e5-7ce6d1f9bcc9site name > project nameThe Tableau project name, preceded by the name of the Tableau site to which it belongs, and followed by the unique reference ID of the domain in Collibra in which you want to ingest resources from the Tableau project.In the configuration file, use the actual site and project names, along with the domain reference ID, for example: Collibra_tab_partner_site > JB_Test_2812: d224a1a5-43b4-43b2-8df0-ddf8f2726b82site name > project name > sub-project nameThe Tableau sub-project name, preceded by the name of the Tableau site and project to which it belongs, and followed by the unique reference ID of the domain in Collibra in which you want to ingest resources from the Tableau sub-project.In the configuration file, use the actual site, project and sub-project names, along with the domain reference ID, for example: Collibra_tab_partner_site > JB_Test_2812 > ProjectJJ2: d224a1a5-43b4-43b2-8df0-ddf8f2726b82. { collibraSystemNames: {  databases: [   {    hostName: tableau-server.us-east-1.rds.amazonaws.com,    collibraSystemName: public   }  ],   files: [   {filePath: C:\\ProgramData\\Tableau\\Tableau Server\\data\\files\\sample.xls,    collibraSystemName: sample-files   }  ],  connectors: [   {    connectorUrl: tableau-server-connector-url.com,    collibraSystemName: Oracle-connector   }  ],  cloudFiles: [   {    name: file-name,    collibraSystemName: FILE   }  ] }, databaseMapping: { it1166-imm-int.ccd4.eu-west-1.rds.amazonaws.com:1521:IMMINT }, domainMapping: { <site_name>: domain-reference-id, <site_name> > <project_name>: domain-reference-id, <site_name> > <project_name> > <subproject_name>: domain-reference-id } } Save the <source ID> configuration file.Schedule Tableau ingestion jobsYou can use Task Scheduler on Windows or Crontab on Mac and Linux to make the lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads the Tableau metadata information to Collibra.Collibra automatically creates new Tableau assets and stitches the Tableau assets to existing data sources in Data Catalog at specific times, dates or intervals, using the information in your configuration file. When you run the lineage harvester, Collibra Data Lineage creates all Tableau assets in a single BI Catalog domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial BI Catalog domain when you synchronize Tableau. As a consequence, all manually added data of those assets is lost.Relations that were manually created between Tableau assets and other assets via a relation type in the Tableau operating model, are deleted after a refresh of the Tableau metadata.Migrating Tableau assets to the new Tableau operating modelA key feature of the Collibra Data Intelligence Cloud 2022.02 release was the ability to ingest Tableau metadata in Collibra Data Catalog and synchronize the metadata using the lineage harvester. However, this new integration method was only available to customers who did not need to migrate existing Tableau assets to the new operating model. A migration script now eliminates that limitation.In this section, we provide an overview of:        How to integrate Tableau metadata via the lineage harvester.              How to use the lineage harvester to migrate your existing Tableau assets to the new operating model.      About the Tableau migrationThis section describes the terminology and methodology for migrating your existing Tableau assets to the new Tableau operating model.TerminologyTermDescriptionTableau integration v1The process of integrating and synchronizing Tableau metadata via the Data Catalog UI, including:                               The Tableau assets that were created in the process.Any custom asset types, attribute types and relation types.                                                     Any customizations to the Tableau asset types.                            Any customizations to your Tableau assets, for example added attributes and relations.Any tags that you added to your Tableau assets.                The specific Tableau ingestion results, which differ from the v2 ingestion results.              Tableau integration v2The process of integrating and synchronizing Tableau metadata via the lineage harvester, including:                The Tableau assets that were created in the process.                              The specific Tableau ingestion results, which differ from the v1 ingestion results.              Migration scriptA specific set of lineage harvester commands used to migrate your custom asset types, attribute types and relation types that were created as part of Tableau integration v1.You need lineage harvester version 2022.03.0-5 or newer. We recommend that you use the newest lineage harvester.MethodologyThe following is our methodology for migrating Tableau integration v1 metadata to the new operating model. For greater detail see Overview: Tableau integration v2 and migration. The purpose of this document is to guide you through the migration of assets that were created via step 1 in the table below. That step is included here merely to present the complete context, from ingesting assets via Tableau integration v1, through migration.No.StepDetails1Integrate and synchronize Tableau metadata via Tableau integration v1.Over time, you have likely customized the Tableau asset types, created custom attribute types and relation types, and added attributes and relations to your Tableau v1 assets. When you switch to the harvester integration, you want to ensure that you won't lose any of those customizations. All manually created asset types, attribute types and relation types will be migrated.2        Integrate the same Tableau metadata, but this time via Tableau integration v2.                         After successful integration, you will have:            A single BI Catalog domain in Collibra with custom Tableau integration v1 assets and their custom attributes and relations.             A single BI Catalog domain in Collibra with Tableau integration v2 assets.The new Tableau operating model is only available in Collibra versions 2021.10 and newer.3Run the migration script.The full name of each Tableau integration v1 asset is compared to the full name of the same assets from the Tableau integration v2. When the names match, all of the custom characteristics of the v1 assets are saved to the respective v2 assets.Assets of custom v1 asset types are recreated in the specified domain.Specifically:               The following elements are migrated:                             Your custom v1 asset types, attribute types and relation types.All assets of your custom v1 asset types.                            The custom attributes and relations of your custom v1 assets.Any tags that you added to your v1 assets.          The following elements are ignored during the migration:All assets of out-of-the-box v1 asset types:Their custom attributes and relations, however, are migrated and saved to their respective v2 assets.With the exception of Tableau Data Entity, Tableau Report Attribute and Tableau View assets, which are also ignored, but so too are the attributes and relations of such assets.Any attribute types and relation types that are included in the operating model.4Verify the migration results.Compare your Tableau integration v2 assets to the respective Tableau integration v1 assets. Look to see that the metadata that you manually added to your integration v1 assets has been added to your integration v2 assets.5Delete your Tableau integration v1 assets and custom assets.If you've reviewed the migration results and everything looks fine, you can delete your Tableau integration v1 assets and any assets of custom asset types.Overview: Tableau integration v2 and migrationThe Tableau integration v2 enables you to harvest Tableau metadata and create new Tableau assets in Data Catalog. Collibra Data Intelligence Cloud analyzes and processes the metadata and presents it as specific asset types, retaining their original names.StepsThe following table shows the steps and prerequisites required to ingest metadata in Collibra via lineage harvester (Tableau integration v2) and run the migration script.This overview assumes that you have already ingested Tableau assets via Tableau integration v1.In the commands that you enter to run the migration, you need to specify which custom asset types, attribute types and relation types you want to migrate.StepWhat?DescriptionPrerequisites1Set up Tableau.Before you start the Tableau integration in Data Catalog, make sure that the lineage harvester can reach the Tableau metadata. Perform these tasks before you start the actual Tableau ingestion process.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.You have a Tableau subscription.2Create a new domain.Before you can ingest Tableau metadata, you have to create a new domain or choose an existing domain to store the new Tableau assets.If you are using Collibra Data Intelligence Cloud 2021.11 or older, you have to add all Tableau attributes in the operating model to a scope and create a scoped assignment before you ingest Tableau via the lineage harvester. For complete information and step-by-step instruction, see Tableau general troubleshooting.You have a resource role with the following resource permissions:Domain: Add3Prepare the physical data layer.You prepare Data Catalog's physical data layer to enable Data Catalog to automatically stitch the Tableau assets to existing assets in Data Catalog. You have a global role with the Catalog global permission, for example Catalog Author.You have set up the JDBC driver of your source data, for example Snowflake. You have a resource role with the following resource permissions on the Schema community:Asset > addAttribute > addDomain > addAttachment > addYou have the permissions to retrieve the metadata of the following database components through the JDBC Driver Database Metadata methods:SchemasTablesColumns4Download and install the lineage harvesterYou use the lineage harvester to trigger the creation of Tableau assets, their relations and a technical lineage in Data Catalog.You can download the lineage harvester from the Collibra Product Resource Downloads page.For a list of lineage harvester installation requirements, see About the lineage harvester installation.Your environment meets the system requirements to install and use the lineage harvester.5Prepare the lineage harvester configuration file and run the lineage harvester.You create a lineage harvester configuration file with Tableau connection information and run the lineage harvester to import the results of the Tableau integration and the technical lineage for Tableau into Data Catalog.As a result, you now have a duplicate of your Tableau metadata in Collibra.You have downloaded the lineage harvester version 2022.03 or newer.Your environment meets the system requirements to install and run the lineage harvester. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: add6Run the migration scriptThe migration script is triggered by a lineage harvester command. You then use arguments to migrate your customized asset types and custom attribute types and relation types.You need lineage harvester version 2022.03.0-5 or newer. We recommend that you use the newest lineage harvester.Same prerequisites as for the previous step.7Verify the migration resultsCompare your Tableau integration v2 assets to the respective Tableau integration v1 assets. Look to see that the metadata that you manually added to your integration v1 assets has been added to your integration v2 assets.None8Delete your Tableau integration v1 metadata.If you've reviewed the migration results and everything looks fine, you can delete your Tableau integration v1 assets and any assets of custom asset types. You have a global role with the Catalog global permission, for example Catalog Author.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: RemoveDomain: RemoveNaming conventionWhen you synchronize Tableau, Collibra follows a strict naming convention for the names of the new assets. Each asset has a display name and full name. The full name represents the asset path from asset to the database it belongs to. You can freely edit the display name. However, you should never edit the full name, because Data Catalog needs it for a successful migration. Changing the full name may also break the synchronization process.We highly recommend that you not edit the full names of any Tableau assets. Doing so will likely lead to errors during the migration and synchronization process.Run the migration scriptThe migration script is triggered by a lineage harvester command. You then use arguments to migrate your customized asset types and custom attribute types and relation types.PrerequisitesYou have Collibra Data Intelligence Cloud 2022.01 or newer.You have downloaded lineage harvester version 2022.03 or newer and you have the necessary system requirements to run it.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: AddAttribute: AddDomain: AddAttachment: AddYou have tested your connectivity with the Tableau server.StepsRun the following command to start the lineage harvester and trigger the migration:    Windows: .\bin\lineage-harvester migrate-tableau <v1_tableau_server_asset_id> <v2_source_id>for other operating systems: ./bin/lineage-harvester migrate-tableau <v1_tableau_server_asset_id> <v2_source_id> Use the following arguments to migrate:Customized asset types: -a <customAssetTypeId>Custom attribute types: -t <customAttributeTypeId>Custom relation types: -r <customRelationTypeId>You can migrate multiple asset types, attribute types and relation types by repeating the relevant command. In the following example, two asset types are migrated, one after the other, by repeating the -a command, followed by the relevant ID of each asset type../bin/lineage-harvester migrate-tableau 7cc9f692-bbe4-467f-8ffb-f43545465fcf testtableau22 \ -a asd13io2-sda2-sdi2-jsd9-asdoi124io12 \ -a ard86co4-sea5-sc4r-hk39-kjsv9she3hs9 \ -t 3ffafa8e-029c-4d01-a3c9-1c36e43c2655 \ -r d0086c90-98e6-4782-b07a-40fcb43845a3What's next?               The following elements are migrated:                             Your custom v1 asset types, attribute types and relation types.All assets of your custom v1 asset types.                            The custom attributes and relations of your custom v1 assets.Any tags that you added to your v1 assets.          The following elements are ignored during the migration:All assets of out-of-the-box v1 asset types:Their custom attributes and relations, however, are migrated and saved to their respective v2 assets.With the exception of Tableau Data Entity, Tableau Report Attribute and Tableau View assets, which are also ignored, but so too are the attributes and relations of such assets.Any attribute types and relation types that are included in the operating model.You can check the progress of the migration in Activities.To refresh the Tableau integration v2 metadata, you can run the lineage harvester again using the full-sync command, or schedule jobs to run them automatically.Soft deletion of your Tableau integration v1 assetsIf you've reviewed the migration results and everything looks fine, you can delete your Tableau integration v1 assets and any assets of custom asset types. You can either manually delete the assets or use a lineage harvester argument to perform a soft delete of the assets. Technically speaking, the soft delete does not delete the assets from your Collibra environment; rather, it changes the status of the assets to Obsolete. You can then create an asset filter to view all assets with the status Obsolete, and then manually delete them.PrerequisitesYou have Collibra Data Intelligence Cloud 2022.01 or newer.You have downloaded lineage harvester version 2022.03 or newer and you have the necessary system requirements to run it.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: Update StatusStepsRun the following command to start the lineage harvester and trigger the migration:    Windows: .\bin\lineage-harvester migrate-tableau --delete <v1_tableau_server_asset_id> <v2_source_id>for other operating systems: ./bin/lineage-harvester migrate-tableau --delete <v1_tableau_server_asset_id> <v2_source_id>./bin/lineage-harvester migrate-tableau --delete 7cc9f692-bbe4-467f-8ffb-f43545465fcf testtableau22You can check the progress of the migration in Activities.Tableau general troubleshootingThe following messages and issues can appear when you run the lineage harvester, view a technical lineage or upload the new relations to Data Catalog via Collibra Data Lineage.ProblemSolutionYou get connectivity issues with a 401001 error code.Unfortunately, 401001 is a very general error code, returned by a Tableau API, that can refer to many issues, including but not limited to the following:                The lineage harvester configuration file was configured with the wrong password or Tableau site ID.                       SSO authentication was used, which is not supported.Ensure that the user/token that you intend to use to ingest Tableau assets can authenticate to your Tableau APIs via the command line, from the server on which you intend to install and run the lineage harvester.You can test your ability to authenticate by making the signin API call, using a cURL command.You can also try checking the login request that the lineage harvester is sending to the Tableau server.For complete information and guidance on how to test your ability to connect to the Tableau server and authenticate, see Test connectivity with the Tableau server.The lineage harvester does not connect to hosts using a proxy server.Technical lineage does not support proxy server authentication, but you can connect to a proxy server. For complete details, including the necessary commands, see Connecting to a proxy server.You get a TCP timeout error.To avoid TCP timeout errors, try configuring the Linux TCP keepalive setting:                Edit your /etc/sysctl.conf file:# vi /etc/sysctl.conf                Add the following settings:net.ipv4.tcp_keepalive_time = 60net.ipv4.tcp_keepalive_intvl = 10net.ipv4.tcp_keepalive_probes = 6                To load the settings, run the following command:# sysctl -pThe designation UNDEFINED is shown in the technical lineage.If you are using a Tableau <source ID> configuration file, ensure that you have specified a value for the relevant collibraSystemName property.You get the following error message or a similar certificate error:Source '<data source name> failed with exception: javax.net.ssl.SSLHandshakeException: General SSLEngine problemThis message appears when the proxy server sends an unexpected certificate to the lineage harvester or when the default Java TrustStore is empty or outdated.First update Java and rerun the lineage harvester to see if that resolves the issue. If the same error message is shown, try the following:On WindowsIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.                    Run the following command to extract the certificate from the Tableau server:keytool -printcert -rfc -sslserver techlin-gcp-us.collibra.com:443 > tableau-cert.crtReplace the URL techlin-gcp-us.collibra.com with the URL for your Tableau server, which you specify in the lineage harvester configuration file. This will create a file named tableau-cert.crt in the folder where you run this command.Run the following command to find the location of your JAVA_HOME:echo %JAVA_HOME%The location path will be something like the following: C:\Program Files\Java\jdk-17.0.2Use the location path of your JAVA_HOME in the following command, to import the tableau-cert.crt file into the cacerts file found above.keytool -importcert -file tableau-cert.crt -alias TableauProdServerCert -keystore C:\Program Files\Java\jdk-17.0.2\cacertsYou can specify a different alias, if you want.            Run the following command:keytool -list -keystore C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts | findstr TableauEnter the keystore password.The password is typically changeit.A list of all certificates that match the Tableau string in the C:\Program Files\Java\jdk-17.0.2\cacerts file is shown.In the list of certificates, look for the one that you imported in step 3. If it's listed, it means the C:\Program Files\Java\jdk-17.0.2\cacerts file has the certificate needed to validate the Tableau server.Run the following command to have the lineage harvester use the cacerts file that you just updated.set JAVA_OPTS=-Djavax.net.ssl.trustStore=C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts -Djavax.net.ssl.trustStorePassword=changeitRun the following command to test the synchronization:./lineage-harvester.bat full-sync -s tableauOn LinuxIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.If you want to add an existing certificate to the Java TrustStore, instead of creating a new Keystore, replace <your keystore name> in steps 2 and 3, with the path to the cacerts file in your Java installation, for example %JAVA_HOME%\jre\lib\cacerts.                          Use the following command to get a certificate from the corresponding techlin-gcp-us.com site, which is part of the CollibraData Lineage infrastructure:                   openssl x509 -in <(openssl s_client -connect techlin-gcp-us.collibra.com:443 -prexit 2>/dev/null) -out techlin-gcp-us.crtIf you already have a correctly formatted certificate on the server, you can skip this step.Add the certificate to the Java TrustStore: keytool -importcert -file techlin-gcp-us.crt -alias techlin-gcp-us -keystore <your keystore name> -storepass changeitRun the lineage harvester and use the new TrustStore using the following parameter:-Djavax.net.ssl.trustStore=<your keystore name>To synchronize your data sources again, run the following command:./bin/lineage-harvester full-sync -Djavax.net.ssl.trustStore=mykeystoreYou get an external system ID mapping error.The error message looks similar to the following: PROCESSING ERROR: syncer.domain.DgcSyncError: java.lang.Exception: Unexpected DGC job status: ERROR Error message: { type : MESSAGE, message : A mapping for the external system id 'd0f3a21a2324fa117112409bdea6ade7' and resource '59cf9293-fca1-4f78-99ab-31c150a23626' already exists. } Caused by: java.lang.Exception: Unexpected DGC job status: ERROR Error message: { type : MESSAGE, message : A mapping for the external system id 'd0f3a21a2324fa117112409bdea6ade7' and resource '59cf9293-fca1-4f78-99ab-31c150a23626' already exists. }Please create a support ticket and provide your answers to the following two questions.Refer to the example error message above and replace the IDs of the external system and the mapped resource with those in the error message you received.What is the asset type of the mapped asset? In this example, the asset with ID 59cf9293-fca1-4f78-99ab-31c150a23626? To view the asset type, go to the following URL: <your-collibra-platform-url>/asset/59cf9293-fca1-4f78-99ab-31c150a23626What is the mapping definition?To view the mapping definition, go to the following URL: <your-collibra-platform-url>/rest/2.0/mappings/externalSystem/d0f3a21a2324fa117112409bdea6ade7/mappedResource/59cf9293-fca1-4f78-99ab-31c150a23626If you are using Collibra Data Intelligence Cloud 2021.11 or older, you have to add all Tableau attributes in the operating model to a scope and create a scoped assignment before you ingest Tableau via the lineage harvester.Show me how to add attributes to a scope and create a scoped assignmentPrerequisitesYou are using Collibra 2021.11 or older.You have a global role that has the System administration global permission.Steps    In the main menu, click   , then    Settings.The Collibra settings page opens.    In the tab pane, click   Scopes. Above the table, to the right, click Add.     The Create Scope dialog box appears. Enter the required information.FieldDescriptionNameThe name of the scope.DescriptionThe description of the scope, for example to add extra details.Click Save. Open a Tableau asset type:     In the main menu, click   , then    Settings.The Collibra settings page opens.    In the tab pane, click   Asset Types.The asset type table appears.In the overview of asset types, click an asset type.The Asset type editor opens.You need to do this for each of the following asset types:                    Tableau Project                      Tableau Site                      Tableau Workbook                      Tableau Data Attribute                      Tableau Server          There are other Tableau asset types, but they do not require the scoped assignment.    In the tab pane, click   Add assignment.The Select scope for this assignment dialog box appears.Select the custom scope that you have created for Tableau assets.You can only add one scope at a time.Click Add assignment.The settings of the global assignment are copied into the selected scope.After you've created the scoped assignment, do not change the assignment itself. The sole purpose of the scoped assignment is to ingest read-only attributes for which you normally need a system user.If you ingest Tableau metadata in a Collibra version 2021.09 or older, you must also manually create two new relation types and add them to the Tableau <source ID> configuration file.In Collibra, the name of a Tableau Data Attribute name is an asterisk (*).If you ingest a Tableau dataset that doesn't have any attributes, asterisks (*) are shown as the Tableau Data Attribute asset names in Collibra.You get the following error message:Can’t show all data because the timeout limit PT1M has been exceeded. Use pagination, additional filtering, or both in the query, and try again.To resolve this error, try lowering the relevant paging option value (or values) for the failing query. Consider the following failure summary: harvester.AbstractHarvester - Failure summary: Source ‘tabemeat’ failed with exception: harvester.error.TableauHarvesterError: Failed to process Tableau source: Failed to execute metadata query. Errors: [{“message”:“Can’t show all data because the timeout limit PT1M has been exceeded. Use pagination, additional filtering, or both in the query, and try again.“}]. Query: query worksheets($cursor: String, $pageSize: Int, $nestedPageSize: Int) { sheetsConnection(first: $pageSize, after: $cursor) { nodes { id name luid .... In this example, the query name is worksheets:Query: query worksheets($cursor: String, $pageSize: Int, $nestedPageSize: Int)Try lowering one or both of the paging option values for worksheets:                        worksheetsPageSize (default value is 100)                                             worksheetsFieldsPageSize (default value is 100)                      Show me all of the paging options and default values for each query nameQuery namePaging options (default value)dashboardsdashboardsPageSize (100)databasesdatabasesPageSize (100)datasourceFieldsdatasourceFieldsPageSize (100) Plus the following limits:                        columnsLimit (20)                                              fieldsLimit (20)                      datasources                      datasourcesPageSize (50)                                              datasourcesFieldsPageSize (50)                       Plus the following limits:                        columnsLimit (20)                                            fieldsLimit (20)                      tableColumnstableColumnsPageSize (1000)tables                        tablesPageSize (100)                                               tablesColumnsPageSize (100)                      worksheetFieldsworksheetFieldsPageSize (1000)worksheets                        worksheetsPageSize (100)                                             worksheetsFieldsPageSize (100)                      Working with Power BI service (NEW)Power BI service is a cloud business intelligence software that helps you see and understand your data. You can ingest Power BI metadata in Data Catalog and create a technical lineage.The Power BI service integration in Collibra Data Intelligence Cloud is not the same as the Power BI Report Server integration. If you want to ingest Power BI Report Server metadata in Collibra Data Intelligence Cloud, please read the Power BI Report Server section in the Documentation Center.      If you want to ingest Power BI metadata in Data Catalog, you have to purchase the Power BI connector and lineage feature.    If you previously integrated Power BI metadata via the Power BI harvester, you can now migrate your existing Power BI assets to the new integration method.FeaturesCollibra Data Lineage currently supports two means by which to integrate Power BI in Data Catalog. The following table shows the features specific to the two integration methods.FeatureIntegration via the Power BI harvesterIntegration via the lineage harvesterCatalog ingestionTechnical lineageAutomatic stitchingUses only one harvester No Windows dependency Uses new Power BI APIs Workspace filtering for high-volume data Mapping to target domains Data flow support After we have successfully switched to the new Power BI APIs, we will have more opportunities to improve the integration. You can add your ideas for product enhancements and new features in the Collibra Integrations Ideation Portal.Power BI terminologyBefore you ingest Power BI, read more about the Power BI terminology and how it maps with the Collibra Data Intelligence Cloud asset types.For more information, see the Power BI documentation.Power BI termDescriptionAsset type in CollibraCapacityA resource that hosts Power BI Workspaces.Power BI CapacityDashboardA collection of Power BI tiles with metrics from one or more Reports and Data Models.Power BI DashboardDataflowA collection of tables that are created and managed in workspaces in the Power BI service.Power BI Data FlowData SetA collection of data that is used to create a Power BI report.Power BI Data ModelData Set ColumnA column in a Power BI Data Model.Power BI ColumnData Set TableA table in a Power BI Data Model.Power BI TableReportA detailed view of a Power BI Data Model, with visualizations of findings and insights.Power BI ReportServer or TenantA visual analytics platform for creating and storing Power BI Reports and Data Models.Power BI ServerTileAn element representing data on the Power BI Dashboard.Power BI TileWorkspaceA collection of Power BI Dashboards, Reports and Data Models.Power BI WorkspacePower BI operating modelThe lineage harvester collects Power BI metadata and sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates new Power BI assets and relations in Data Catalog. You can see them on the asset page overview or visualize them in a diagram or in a technical lineage.The assets have the same names as their counterparts in Power BI. Full names and Display names cannot be changed in Data Catalog.Asset types are only created if you have all specific Power BI and Data Catalog permissions.The Power BI assets are created in the domain (or domains) that you specify in the lineage harvester configuration file.          Relations that were created between Power BI assets and other assets via a relation type in the Power BI operating model, are deleted upon synchronization. The same is true of any attribute types in the operating model that you add to Power BI assets. To ensure that the characteristics you add to Power BI assets are not deleted upon synchronization, be sure to use characteristics that are not part of the Power BI operating model.        Power BI metadata overviewThe following image shows the relations between Power BI asset types.Harvested metadata per asset typeThis table shows the harvested Power BI metadata for each Power BI asset type.Asset typeHarvested Power BI metadata in Data CatalogPower BI CapacityFull nameDisplay nameServer hosts / is hosted in Business DimensionBI Folder assembles / is assembled in BI FolderPower BI ColumnFull nameDisplay nameDescriptionTechnical Data TypeData Element targets / sources Data ElementBI Data Model contains / is part of BI Data AttributeData Entity contains / is part of Data AttributePower BI DashboardFull nameDisplay nameBI Data Set is source / Source for BI ReportReport uses / is used in ReportReport related to / impacted by Business AssetPower BI Data FlowFull name                Display nameData Entity is part of / contains Data ModelData Model contains / is part of BI Data AttributeBI Folder contains / contained in Data AssetPower BI Data ModelFull nameDisplay nameData Asset is source for / source BI reportData Entity is part of / contains Data ModelData Model contains / is part of BI Data AttributeBI Folder contains / contained in Data AssetPower BI ReportFull nameDisplay nameDescriptionBusiness Dimension groups / is grouped into ReportReport related to / impacted by Business AssetReport uses / is used in ReportBI Data Set is source for / source BI ReportPower BI ServerFull nameDisplay nameServer hosts / is hosted in Business DimensionPower BI TableFull nameDisplay nameDescriptionData Entity contains / is part of Data AttributeData Entity is part of / contains Data ModelPower BI TileFull nameDisplay nameBusiness Dimension groups / is grouped into ReportReport related to / impacted by Business AssetReport uses / is used in ReportBI Data Set is source for / source BI ReportPower BI WorkspaceFull nameDisplay nameDescriptionStateBI Folder contains / contained in Data AssetBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportThe metadata that is shown on the assets' pages depends on the asset type's assignment. As a result, you might not see all harvested metadata on the asset's page by default.Example of ingested Power BI metadataThe following image shows an example structure after Power BI ingestion.Recommended hierarchy within a domainYou can enable hierarchies for the domain (or domains) in which your Power BI assets were ingested. Doing so makes it easier to understand the relation between your Power BI assets, when viewing the assets on the domain page.Follow these steps to enable and configure the recommended hierarchy.Steps          Open the domain page of the relevant BI Catalog domain.        In the content toolbar, click .The Configure Hierarchy dialog box appears.Select Enable Hierarchy.Select Single path.Start typing and select each of the following relation types:Server hosts Business DimensionBI Folder assembles BI FolderBusiness Dimension groups ReportBI Report source Data AssetData Model contains Data EntityData Entity contains Data AttributeClick Apply.In an asset view, if any asset is deleted, for example via synchronization or manual deletion, the view is recreated and the hierarchy is lost. In this case, you can again enable and configure the recommended hierarchy.Power BI asset and domain typesThe Power BI integration in Collibra Data Intelligence Cloud uses a specific subset of packaged asset types and domain types.The following table contains the asset and domain types that are used for the Power BI integration. You can see the parent asset types in the breadcrumbs above each asset type.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder Power BI CapacityA resource that hosts Power BI Workspaces.BI CatalogBusiness Asset Business Dimension BI Folder Power BI WorkspaceA collection of Power BI Dashboards, Reports and Data Models.BI CatalogBusiness Asset Report BI Report Power BI DashboardA collection of Power BI tiles with metrics from one or more Reports and Data Models.BI CatalogBusiness Asset Report BI Report Power BI ReportA detailed view of a Power BI Data Model, with visualizations of findings and insights.BI CatalogBusiness Asset Report BI Report Power BI TileAn element representing data on the Power BI Dashboard.BI CatalogData Asset Data Element Data Attribute BI Data Attribute Power BI ColumnA column in a Power BI Data Model.BI CatalogData Asset Data Structure Data Entity BI Data Entity Power BI TableA table in a Power BI Data Model.BI CatalogData Asset Data Structure Data Model BI Data Model Power BI Data FlowA collection of tables that are created and managed in workspaces in the Power BI service.BI CatalogData Asset Data Structure Data Model BI Data Model Power BI Data ModelA collection of data that is used to create a Power BI report.BI CatalogTechnology Asset Server BI Server Power BI ServerA visual analytics platform for creating and storing Power BI Reports and Data Models.BI CatalogOverview Power BI integration stepsThe Power BI integration enables you to harvest Power BI metadata and create new Power BI assets in Data Catalog. Collibra analyzes and processes the BI metadata and presents it as specific asset types, retaining their original names.StepsThe table below shows the steps and prerequisites required to integrate Power BI in Data Catalog. These steps are best practices, which means that some of them might be optional, but highly recommended.In the global assignment of each asset type included in the Power BI operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail.StepWhat?DescriptionPrerequisites1Set up a Power BI application.Before you start the Power BI integration in Data Catalog, make sure that the lineage harvester can reach the Power BI metadata. Perform these tasks before you start the actual Power BI ingestion process:The authentication process.The registration of your Power BI application in Microsoft Azure.The Power BI roles and dedicated capacities for Power BI workspaces.The required Power BI subscription.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.You have a Power BI subscription.2Prepare one or more new domains.Before you can ingest Power BI metadata, you have to designate a domain for storing the new Power BI assets. You can choose an existing domain or create one or more new domains.Make note of the reference ID of the domain. You need to mention the reference ID in the lineage harvester configuration file.You have a resource role with the following resource permissions:Domain: Add3Optionally, assign the attribute type State to the global assignment of the Power BI Workspace asset type.On Power BI Workspace asset pages, you can include the attribute type State, to show the state of ingested Power BI workspaces. To do so, you have to edit the global assignment of the Power BI Workspace asset type and assign the attribute type State.If you delete a Power BI workspace, the workspace is maintained for a 90-day grace period. During the grace period, the workspace has the state Deleted. When you ingest Power BI metadata in Data Catalog, this deleted workspace is ingested. For complete information on Power BI workspaces and possible states, see the Microsoft Power BI documentation.You have a global role that has the System administration global permission.4Download and install the lineage harvester.You use the lineage harvester to trigger the creation of Power BI assets, their relations and a technical lineage in Data Catalog.We highly recommend that you always install and use the newest lineage harvester. You can download the lineage harvester from the Collibra Product Resource Downloads page.Your environment meets the system requirements to install and use the lineage harvester.5Prepare the lineage harvester configuration file and run the lineage harvester.You create a lineage harvester configuration file with Power BI connection information and run the lineage harvester to import the results of the Power BI integration and the technical lineage for Power BI into Data Catalog.As a result, Collibra creates new Power BI assets in Data Catalog and imports relations between these assets. It also creates a technical lineage for Power BI assets and other data sources in the lineage harvester configuration file.If the useCollibraSystemName property in the lineage harvester configuration file is set to true, you also have to provide a <source ID> configuration file that defines the system name of databases in Power BI.For more information about the lineage harvester, see the Collibra Data Lineage documentation.You have downloaded lineage harvester version 2022.05 or newer. We highly recommend that you always install and use the newest lineage harvester.Your environment meets the system requirements to install and run the lineage harvester.You have prepared a lineage harvester configuration file. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: add6Prepare the Power BI <source ID> configuration file.If the useCollibraSystemName property in the lineage harvester configuration file is set to true, you have to provide a <source ID> configuration file that defines the system name of databases in Power BI. Collibra Data Lineage uses the system names to match the structure of databases in Power BI to assets in Data Catalog.                You know the names or IDs of the capacities or workspaces you want to ingest.              7Manually refresh your Power BI datasets.Carry out this step only if this is the first time you're integrating Power BI in Data Catalog.The first time you integrate Power BI, you need to make sure that the data in your Power BI datasets is up-to-date. After that, Microsoft automatically refreshes the datasets every 90 days.For complete information, see:                The Microsoft documentation.                              The Microsoft Power BI Blog.                          See Power BI prerequisites.8Run the lineage harvester againCarry out this step only if this is the first time you're integrating Power BI in Data Catalog.Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the passwords to connect to your Collibra environment.            The password is encrypted and stored in /config/pwd.conf Same as for step 5.9View the Power BI assets and technical lineageAfter the Power BI metadata is ingested in Data Catalog, you can go to the domain where you ingested Power BI and see the list of ingested Power BI assets. These assets are automatically stitched to existing assets in Data Catalog.You can go to a Power BI Column asset page and click the Technical lineage lineage tab to view the technical lineage.If you ingest Power BI for the first time or if you change your geolocation or cloud provider, you have to restart the DGC service before you can see your technical lineage.When you run the lineage harvester, Collibra Data Lineage creates all Power BI assets in the Data Catalog BI domain (or domains) you specified in the Power BI <source ID> configuration file. We highly recommend that you do not move these assets to other domains. If you move assets to other domains, they will be deleted and recreated in the initial Data Catalog BI domains when you synchronize Power BI. As a result, all manually added characteristics of those assets are lost.Catalog Experience is enabled in Collibra Console.You have a Data Catalog global role with the Technical lineage global permission.Power BI ingestion considerations and limitationsThere are a few considerations and limitations that you should be aware of when you use the Power BI metadata connector and lineage feature.General considerationsThe assets have the same names as their counterparts in Power BI. Full names and Display names cannot be changed in Data Catalog.Asset types are only created if you have all specific Power BI and Data Catalog permissions.The Power BI assets are created in the domain (or domains) that you specify in the Power BI <source ID> configuration file.          Relations that were created between Power BI assets and other assets via a relation type in the Power BI operating model, are deleted upon synchronization. The same is true of any attribute types in the operating model that you add to Power BI assets. To ensure that the characteristics you add to Power BI assets are not deleted upon synchronization, be sure to use characteristics that are not part of the Power BI operating model.        Supported subscriptionsYou need one of the following subscriptions to ingest Power BI metadata in Data Catalog. The metadata collected by the lineage harvester is the same, regardless of your subscription.        Power BI Pro.           Power BI Premium.Power BI Premium Per User.      Other Power BI subscriptions are currently not supported.Power BI metadataThe lineage harvester can only partially access metadata of the following Power BI elements:Classic Power BI workspaces, which include My Workspace. Only a full ingestion of new Power BI workspaces is supported.Descriptions of most Power BI elements.Power BI apps are not ingested. They can, however, be ingested as Power BI Reports.The prefix [App] in the name of a Power BI Report asset indicates that the report is distributed as part of an app, in Power BI. Direct links to such reports in Power BI don’t work, which means that the link in the URL attribute on the Power BI Report asset page doesn't work. In a future version of Collibra, we will not include the URL attribute for such reports on Power BI Report asset pages.The lineage harvester cannot access metadata of the following Power BI elements:Tile subtitles.Data from external sources supplying the input for the Power Query expressions in Power BI.The Collibra Data Lineage server can process most, but not all, complex Power BI metadata. This means that the success rate of a Power BI ingestion can be very high, but almost never 100%.Known issuesThe following table presents the known issues of the Power BI integration in Collibra Data Intelligence Cloud.Known issueDescriptionThe data set Report Usage Metrics Model cannot be ingested.The Report Usage Metrics Model is a data set that is automatically created by Power BI. This data set does not contain actual data, which means that they contain nothing to ingest into Data Catalog.However, the lineage harvester still tries to access the metadata and, since there is nothing to access, shows an error message. All error messages about the Report Usage Metrics can be ignored.Stitching results are gray.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, assets of BI sources, for example Power BI, that are stitched to other assets in Data Catalog currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched on the Stitching tab page.Power BI assets that are moved to a different domain are deleted after synchronization.When you run the lineage harvester, Collibra Data Lineage creates all Power BI assets in the Data Catalog BI domain (or domains) you specified in the Power BI <source ID> configuration file. We highly recommend that you do not move these assets to other domains. If you move assets to other domains, they will be deleted and recreated in the initial Data Catalog BI domains when you synchronize Power BI. As a result, all manually added characteristics of those assets are lost.You have successfully ingested Power BI metadata, but calculated tables and columns are not shown in the Technical lineage or in the browse tab pane.Calculated columns are virtually the same as a non-calculated columns, with one exception: their values are calculated using DAX formulas and values from other columns. Collibra Data Lineage currently does not support internal transformations via DAX language, and any data objects derived via DAX are not shown in the technical lineage or in the browse tab pane. Currently, only M Query/Power Query expressions are supported.You get an error message that mentions one of the following:                            “… function not implemented”                              “invalid lexical element”              This means that the specific integration feature is not currently supported.You can add your ideas for product enhancements and new features in the Collibra Integrations Ideation Portal.Supported data sources in Power BIPower BI is business intelligence software that can integrate with various data sources. When you ingest Power BI metadata, Collibra Data Lineage tries to automatically stitch this metadata to data sources registered in Data Catalog. It also creates a technical lineage that shows where metadata is used and how it transforms.The following table shows the supported data source types in Power BI that have been tested.Although the following data sources have been tested extensively, there still may be some issues caused by unsupported elements within the data source or limitations in the Power BI integration process.Power BI data sourceConnection typeTechnical lineageStitching to registered data sources in Data CatalogAmazon RedshiftImportYesYesAzure DatabricksImportYesYesGoogle BigQueryImportYesYesODBCImportYesYesYou need to use a Power BI <source ID> configuration file to provide the true system names of the ODBC databases in Power BI. For more information, see Providing ODBC database names in Power BI.OracleImportYesYesSnowflakeImportYesYesSQL ServerImportYesYesSybaseImportYesYesWe cannot guarantee that other data sources in Power BI can be stitched successfully.Providing ODBC database names in Power BIYou can create a technical lineage for ODBC data sources in Power BI. However, ODBC database names often can't be determined. When a database name can't be determined, it's given a substitute name, which is the ODBC connection string.This substitute name can be seen in the technical lineage, but it is merely a placeholder that doesn't carry any meaning if you're trying to identify the database it represents in the technical lineage. A bigger problem is that if you want to stitch the ODBC database to assets in Data Catalog, the substitute name won't match with any ingested databases, so stitching won't work. To ensure that the true database names appear in the technical lineage, and to ensure successful stitching, you can use a Power BI <source ID> configuration file to provide the true system names of the ODBC databases in Power BI.The name <source ID> refers to the value of the sourceId property in the lineage harvester configuration file. If, for example, the value of the sourceId property in the lineage harvester configuration file is power-bi-source-1, then the name of your <source ID> configuration file should be power-bi-source-1.conf.Example of the <source ID> configuration fileFor each ODBC database in Power BI, add the following content to the JSON file: { found_dbname=DSN_MYDATABASE;found_hostname=ODBC: { dbname: DB001, schema: MYSCHEMA, dialect: oracle, collibraSystemName: oracle-system-name } } PropertyDescriptionfound_dbname=<substitute database name>;found_hostname=<server name>found_dbname is the substitute database name. You need to convert it to uppercase and replace every non-alphanumeric character by an underscore (_). In this example, the substitute name is “dsn=MYDATABASE”, so you should use DSN_MYDATABASE.The substitute name is the ODBC connection string, which can be lengthy when it includes the driver and parameters in full.found_hostname should be “ODBC”, but you can also use an asterisk (*).dbnameThe true system name of the ODBC database in Power BI.schemaThe name of the default schema of the ODBC database in Power BI.If no schema is specified and the lineage harvester fails to find a specific schema, it uses the default schema.dialectThe dialect of the ODBC connection. The dialect must be one of the supported SQL dialects. If no dialect is specified, “mssql” is used, by default.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.mssql, for a Microsoft SQL Server data source.oracle, for an Oracle data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.sybase, for a Sybase data source.collibraSystemNameThe system or server name of a database.Because you are using a <source ID> configuration file only for the purpose of providing the true system name of an ODBC database in Power BI, you are not required to:Set the useCollibraSystemName property in the lineage harvester configuration file to true.Specify a Collibra system name in the <source ID> configuration file.However, if the useCollibraSystemName property is set to true in the lineage harvester configuration file, then you must specify a Collibra system name in the <source ID> configuration file.For complete information on working with <source ID> configuration files, see Power BI <source ID> configuration file.Supported Power Query M functionsPower Query is a data transformation and preparation engine. It uses a scripting language called Power Query M formula language—also known as M—for all transformations.M is considered a mashup language. The Power Query engine filters and combines data from supported data sources. The mashed up data is then expressed using M. M is used by Power BI. It is not relevant to other integrations in Collibra.The Collibra Data Lineage servers perform lexical and syntax analysis of M. With regard to syntax analysis, the Collibra Data Lineage servers currently support the following functions.For complete information on these functions, see the Microsoft documentation on accessing data functions.Backend-accessing data functions that impact the lineage diagram            File.Contents                      Web.Contents Csv.DocumentExcel.WorkbookSql.DatabaseSql.DatabasesPostgreSQL.DatabaseSybase.DatabaseOracle.DatabaseAmazonRedshift.DatabaseGoogleBigQuery.DatabaseSnowflake.DatabaseDatabricks.ContentsOdbc.QueryOdbc.DataSource         Transformations that impact the lineage diagram            Replacer.ReplaceTextReplacer.ReplaceValueTable.AddColumnTable.AddIndexColumnTable.DuplicateColumnTable.ExpandTableColumnTable.FromRowsTable.NestedJoinTable.PromoteHeadersTable.RemoveColumnsTable.RenameColumnsTable.ReorderColumnsTable.ReplaceValueTable.SelectColumnsTable.SplitColumnTable.UnpivotTable.UnpivotOtherColumnsTable.TransformColumnNames         Transformations that don't impact the lineage diagramTable.AddKeyTable.AlternateRowsTable.BufferTable.DistinctTable.ExpandListColumnTable.FillDownTable.FillUpTable.FindTextTable.FirstNTable.InsertRowsTable.LastNTable.MaxNTable.MinNTable.RangeTable.RemoveFirstNTable.RemoveLastNTable.RemoveMatchingRowsTable.RemoveRowsTable.RemoveRowsWithErrorsTable.RepeatTable.ReplaceErrorValuesTable.ReplaceKeysTable.ReplaceMatchingRowsTable.ReplaceRowsTable.ReverseRowsTable.SelectRowsTable.SelectRowsWithErrorsTable.SkipTable.SortTable.TransformColumnsTableTransformColumnTypesTable.FirstTable.LastTable.MaxTable.MinTable.SingleRow         Unsupported transformationsUsing unsupported transformations can cause parsing errors.            Table.IsEmptyTable.FromRecordsSharePoint.TablesFolder.FilesPowerBIRESTAPI.NavigationDB2.DatabaseTable.ExpandRecordColumnTable.Group             Power BI prerequisitesBefore you start the Power BI integration process, you have to perform a number of tasks in Power BI and Microsoft Azure. These tasks, which are performed outside of Collibra, are needed to enable the lineage harvester to reach your Power BI application and collect its metadata.The tasks include the following:Attain authentication.Register your Power BI application in Microsoft Azure and set permissions.Fulfill the Power BI dedicated capacities and roles requirements for Power BI workspaces.The metadata harvesting process explains in detail the prerequisites for enabling the lineage harvester to collect the Power BI metadata.There are some limitations to the metadata harvesting process. Ensure that you understand these limitations before you start the harvesting process.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.Supported Power BI subscriptionsYou need one of the following subscriptions to ingest Power BI metadata in Data Catalog. The metadata collected by the lineage harvester is the same, regardless of your subscription.        Power BI Pro.           Power BI Premium.Power BI Premium Per User.      We highly recommend you to have a Power BI Premium subscription.AuthenticationYou have to attain authentication to access Power BI metadata. Your authentication method determines how you retrieve the metadata. The lineage harvester supports two authentication methods:Username and passwordService principalThe metadata harvesting process is different for each authentication method. Therefore, different configurations in Microsoft Azure and Power BI are required.We highly recommend that you use the service principal authentication, as detailed metadata scanning in Power BI is designed for use with service principal authentication.You can use a cURL command to check whether or not you can use username and password authentication.Show me howRun the following command, where the bolded text refers to your information:curl -v “https://login.microsoftonline.com/<your environment>.onmicrosoft.com/oauth2/v2.0/token” -F client_id=<your ID> -F “username=<your username>” -F “password=<your password>” -F “scope=https://analysis.windows.net/powerbi/api/.default” -F grant_type=passwordTo check on Windows, follow these steps:Download and install the cURL Command-Line Tool. In Windows, click Start > Run, and then enter cmd in the Run dialog box.Run the following command, where the bolded text refers to your information:“https://login.microsoftonline.com/<your environment>.onmicrosoft.com/oauth2/v2.0/token” -F client_id=<your ID> -F “username=<your username>” -F “password=<your password>” -F “scope=https://analysis.windows.net/powerbi/api/.default” -F grant_type=passwordTo ingest Power BI dataflows:You need access to the Power BI environment in which the data flow is stored.The data set in the data flow must exist in a premium workspace.Username and passwordThe username and password authentication method relies on the username, in the form of an email address, and a password you provide to access the Power BI metadata. To use the username and password authentication method, you need to be an Azure Active Directory user with a Power BI admin role in Power BI. When you become an Azure Active Directory user, a new email address is created. This email address is the username you use to sign in to Power BI. You can store the username and password you use to sign in to Power BI in the Technical lineage configuration file.Only Azure Administrators can create users and require them to authenticate via username and password. The Azure Administrator also assigns the user the Power BI admin role. This user is only created for the purpose of Power BI integration in Collibra Data Intelligence Cloud. The user in Azure should have a Member user type.Service principalThe service principal authentication method lets an Azure Active Directory automatically access Power BI.Service principal authentication relies on the Power BI Tenant ID and the Azure Active Directory application ID that you provide in the lineage harvester configuration file. The password you need to access Power BI is the client secret key of the Azure Active Directory application. To use service principal authentication, you need to embed Power BI content with a Service Principal and an application secret. This entails the following steps:In the Power BI Admin portal:Enable the Allow service principals to use read-only Power BI admin APIs option.Enable the Allow service principal to use Power BI APIs option in the Developer settings.Enable the Enhance admin APIs responses with detailed metadata (Preview) option.Enable the Enhance admin APIs responses with DAX and mashup expressions (Preview) option.You need Power BI administrator rights to access the Power BI Admin portal.Do not confuse the Allow service principals to use read-only Power BI admin APIs option with the Allow service principal to use Power BI APIs option. You need to enable both options.Register Power BI in Microsoft Azure and set permissionsBefore you set up the lineage harvester, make sure that the harvester can reach Power BI by registering Power BI in Azure and setting the necessary permission to harvest the metadata.We highly recommend that you read about supported authentication methods before you register Power BI in Microsoft Azure. This procedure is performed outside of Collibra. A third-party might change the software without notification, which can render this documentation out-of-date. We highly recommend that you carefully read the source documentation.StepsThe content in this topic is different for the username / password authentication method or service principal authentication method. We highly recommend that you read the following instructions carefully before you register Power BI in Microsoft Azure:Service principal instructionsUsername / password instructionsRegister Power BI in the Azure Portal using the following settings:      SettingDescriptionNameThe name of your Power BI application.Supported account typesThe type of tenant. This indicates who can access the Power BI application.In this case, the supported account type must be Single tenant.Redirect URIThe location to which a user's client is redirected and where security tokens are sent after a successful authorization.In this case, the redirected URI must be Web, but you do not have to specify any web location.When you have registered Power BI, the Azure portal creates two important IDs that you need in the Technical lineage configuration file:        The Application (client) IDThe Directory (tenant) IDWe highly recommend that you store these IDs for further use. You can find the IDs in the Overview pane on the Azure portal or in the top right menu.Create a user with the Power BI Administrator role (only for username / password authentication).Grant the Power BI application in Microsoft Azure administrator rights (such as Office 365 Global Administrator or Power BI Service Administrator). (only for username / password authentication)Delegated permissions are supported.In the Azure portal, go to the Authentication pane and do the following:Go to the Advanced settings section.Set the Treat application as a public client to Yes.Ensure that the admin consent workflow is not enabled for this application. For more information, see Configure the admin consent workflow.Go to the API permissions pane and do the following:Select Delegated permissions as permission type.Grant the Power BI application in Microsoft Azure the Microsoft Graph User.Read permission.Grant the Power BI application in Microsoft Azure all Power BI Service permissions (only for username / password authentication).Set Admin consent required for Tenant.ReadAll permission to Yes (only for username / password authentication).      The user now has the following permissions:Microsoft GraphUser.ReadPower BI Service (only for username / password authentication)App.Read.AllCapacity.Read.AllDashboard.Read.AllDataflow.Read.AllGroup.Read.AllReport.Read.AllWorkspace.Read.AllTenant.Read.All, with Admin consent required set to Yes.Power BI Service (only for username / password authentication)Tenant.Read.All or Tenant.ReadWrite.All, with Admin consent required set to No.In the Power BI Admin portal, do the following (only for service principal authentication):Enable the Allow service principals to use read-only Power BI admin APIs option.Enable the Allow service principal to use Power BI APIs option in the Developer settings.Enable the Enhance admin APIs responses with detailed metadata (Preview) option.Enable the Enhance admin APIs responses with DAX and mashup expressions (Preview) option.Apply the option to specific security groups.Enter the name of the security group to which you want to add the service principal.You need Power BI administrator rights to access the Power BI Admin portal.In the Power BI Admin portal, do the following(Only for username / password authentication):Apply the integration setting to the entire organization (default) or to the specific security group to which your workspaces belong.Enable the Enhance admin APIs responses with detailed metadata (Preview) option.Enable the Enhance admin APIs responses with DAX and mashup expressions (Preview) option.Add the Power BI certificate to the Java TrustStoreBefore you integrate Power BI in Data Catalog, ensure that the Power BI certificate exists in the Java TrustStore and that's it's in the correct directory. If the certificate doesn't exist, you need to generate one.Check if the Power BI certificate existsRun the following command:keytool.exe -list -keystore %JAVA_HOME%\jre\lib\cacerts Ensure that the certificate is in the correct directory: %JAVA_HOME\jre\lib\cacertsIf the certificate doesn't exist, you need to generate one.Generate a certificate and add it to the Java TrustStoreOn WindowsIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.                    Run the following command to extract the certificate from the Power BI Service:keytool -printcert -rfc -sslserver techlin-gcp-us.collibra.com:443 > powerbi-cert.crtReplace the URL techlin-gcp-us.collibra.com with the URL for your Power BI server, which you specify in the lineage harvester configuration file. This will create a file named powerbi-cert.crt in the folder where you run this command.Run the following command to find the location of your JAVA_HOME:echo %JAVA_HOME%The location path will be something like the following: C:\Program Files\Java\jdk-17.0.2Use the location path of your JAVA_HOME in the following command, to import the powerbi-cert.crt file into the cacerts file found above.keytool -importcert -file powerbi-cert.crt -alias PowerBIProdServerCert -keystore C:\Program Files\Java\jdk-17.0.2\cacertsYou can specify a different alias, if you want.            Run the following command:keytool -list -keystore C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts | findstr PowerBIEnter the keystore password.The password is typically changeit.A list of all certificates that match the PowerBI string in the C:\Program Files\Java\jdk-17.0.2\cacerts file is shown.In the list of certificates, look for the one that you imported in step 3. If it's listed, it means the C:\Program Files\Java\jdk-17.0.2\cacerts file has the certificate needed to validate the PowerBI server.Run the following command to have the lineage harvester use the cacerts file that you just updated.set JAVA_OPTS=-Djavax.net.ssl.trustStore=C:\Program Files\Java\jdk-17.0.2\lib\security\cacerts -Djavax.net.ssl.trustStorePassword=changeitOn LinuxIn the following example commands, we refer to the techlin-gcp-us server. You should refer to the correct CollibraData Lineage server in the geographic location of your Collibra Data Intelligence Cloud environment.                    Run the following command to get a certificate from the corresponding techlin-gcp-us.com site, which is part of the CollibraData Lineage infrastructure:                   openssl x509 -in <(openssl s_client -connect techlin-gcp-us.collibra.com:443 -prexit 2>/dev/null) -out techlin-gcp-us.crtIf you already have a correctly formatted certificate on the server, you can skip this step.Add the certificate to the Java TrustStore: keytool -importcert -file techlin-gcp-us.crt -alias techlin-gcp-us -keystore %JAVA_HOME%\jre\lib\cacerts -storepass changeitPower BI workspacesPower BI workspaces represent the most used metadata in Power BI. It contains for example reports and data sets. If you want a full ingestion, you have to make sure that the lineage harvester can access all metadata in your Power BI workspaces. Consider the following:Depending on the authentication type, you must have specific roles and permissions to access the metadata in the Power BI workspaces.        You can only fully ingest new Power BI workspaces. This means that classic workspaces and My Workspace in Power BI are not supported.Use the Power BI <source ID>_filter configuration file to filter on Power BI workspaces.To ingest Power BI dataflows:You need access to the Power BI environment in which the data flow is stored.The data set in the data flow must exist in a premium workspace.Filtering Power BI workspacesFiltering, in this context, means specifying from which Power BI workspaces and/or capacities you want to ingest metadata. Filtering allows you to ingest only the metadata that matters most to you.You use the filters section in the Power BI <source ID> configuration file to configure workspace filtering. You can filter on workspace names, workspace IDs, capacity names or capacity IDs.The lineage harvester accesses the metadata of all Power BI workspaces. Filtering then determines which metadata is sent from the Collibra Data Lineage server to Data Catalog. This means that if you don't use filtering, all workspaces are ingested in Collibra.In the Power BI <source ID> configuration file, you can also specify the domain (or domains) in which you want to ingest, to help structure your Power BI assets in Collibra.Filtering best practiceYou can filter on a capacity to ingest the metadata from all workspaces in that capacity. Let's say, for example, that you have 50,000 workspaces but you only want to ingest metadata from the workspaces related to a specific department in your organization. You could specify each of the relevant workspaces in the configuration file, but that could be tedious if there are lots of workspaces. Furthermore, if someone in your organization creates a new workspace, it will have to be added to your configuration file. Instead, you can filter on a capacity. Then, when a new workspace is created, ensure that it is added to the department' s capacity and metadata from that workspace will be automatically ingested, without having to update the configuration file.Workspace statesOn Power BI Workspace asset pages, you can include the attribute type State, to show the state of ingested Power BI workspaces, for example Active, Orphaned or Deleted. To do so, you have to edit the global assignment of the Power BI Workspace asset type and assign the attribute type State.For complete information on Power BI workspaces and possible states, see the Microsoft Power BI documentation.If you only want to see Power BI workspaces that have the state Active:Ensure that the attribute type State is assigned to the Power BI Workspace asset type via the global assignment.Go to the Global view, and then create an advance filter and filter by the following clauses:Asset type equals Power BI WorkspaceCharacteristic State equals Active.Deleted workspacesIf you delete a Power BI workspace, the workspace is maintained for a 90-day grace period, during which a Power BI administrator can restore the workspace. During the grace period, the workspace has the state Deleted. When you ingest Power BI metadata in Data Catalog, this deleted workspace is ingested. When the grace period elapses, the state of the workspace becomes Removing, for a short time, while it is being permanently removed. The state then becomes Not found. At this point, as the workspace no longer exists in Power BI, the Power BI Workspace asset in Collibra will also be deleted upon the next synchronization.Why are deleted workspaces ingested?Let's image that you ingest a Power BI workspace with the Active state and that over time, you add comments, tags and characteristics to the asset in Collibra. Now let's imagine that the workspace is deleted in Power BI and we do not ingest the deleted workspace. In this case, the Power BI Workspace asset in Collibra is deleted upon the next synchronization. But what if the Power BI administrator decides, during the 90-day grace period, to restore the workspace in Power BI? Upon the next synchronization, a new Power BI Workspace asset is created in Collibra, but all of the comments, tags and characteristics that were part of the deleted asset are lost.By ingesting deleted Power BI workspaces, we safeguard against losing any of the additional information on the Power BI Workspace asset, in case a Power BI administrator decides to restore a workspace during the grace period.The metadata harvesting processCollibra uses Power BI REST APIs to harvest Power BI metadata.To enable the lineage harvester to access metadata in Power BI workspaces, you must have the correct configurations in Microsoft Azure.There are some limitations to the metadata harvesting process. Ensure that you understand these limitations before you start the harvesting process.Overview of the metadata harvesting process with username / password authenticationStepDescription1The lineage harvester uses the username, password and application ID to access the Power BI APIs. These APIs retrieve basic Power BI metadata, for example metadata in the Power BI tenant or server and reports.2The lineage harvester uses Power BI API calls to retrieve more specific metadata, for example Power BI columns and lineage.The Power BI application in Microsoft Azure must be granted administrator rights, such as Office 365 Global Administrator or Power BI Service Administrator. Delegated permissions are supported.The lineage harvester accesses the metadata of all Power BI workspaces. If you don't use filtering, all workspaces are ingested in Collibra. We recommend that you use filtering and domain mapping to structure your Power BI assets in Collibra.Overview of the metadata harvesting process with service principal authenticationStepDescription1The lineage harvester uses the application ID and the client secret key of the Azure Active Directory application to access the Power BI APIs. These APIs retrieve basic Power BI metadata, for example metadata in the Power BI tenant or server and reports.2The lineage harvester uses Power BI API calls to retrieve more specific metadata, for example Power BI columns and lineage.The lineage harvester accesses the metadata of all Power BI workspaces. If you don't use filtering, all workspaces are ingested in Collibra. We recommend that you use filtering and domain mapping to structure your Power BI assets in Collibra.Prepare a domain for Power BI ingestionBefore you ingest Power BI metadata, you have to designate a domain for storing the new Power BI assets. You can choose an existing domain or create one or more new domains. You will include the domain reference ID (or IDs) in the lineage harvester configuration file. Collibra uses the domains to ingest all Power BI assets during the Power BI integration process.The following procedure guides you through the creation of one or more domains. PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain or domains.You can create multiple domains in one go. To do this, press Enter after typing a value and then type the next. Domain names have to be unique in their parent community. If you type a name that already exists, it will appear in strike-through style.Click Create.Open your domain. If you created multiple domains, open each of them in turn.Copy the reference ID of each domain you created. If you go to your domain, you can find the reference ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the reference ID is in bold.        Paste the reference IDs in the lineage harvester configuration file.When you run the lineage harvester, Collibra Data Lineage creates all Power BI assets in the Data Catalog BI domain (or domains) you specified in the Power BI <source ID> configuration file. We highly recommend that you do not move these assets to other domains. If you move assets to other domains, they will be deleted and recreated in the initial Data Catalog BI domains when you synchronize Power BI. As a result, all manually added characteristics of those assets are lost.Collibra Data Lineage serversA Collibra Data Lineage server processes and analyzes the harvested metadata and uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.Based on your geographical location and cloud provider, the lineage harvester sends metadata to one of the following Collibra Data Lineage servers:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)You have to whitelist all Collibra Data Lineage servers in your geographic location. For example, if your data is located in Europe, you have to whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-us Collibra Data Lineage server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.Set up the lineage harvester for Power BI ingestionThe lineage harvester is a software application that is needed to collect your Power BI metadata and send it to the Collibra Data Lineage server, where the metadata is processed and a technical lineage and new Power BI assets and relations are created. Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.For more information about the lineage harvester, read the Collibra Data Lineage documentation.You need the lineage harvester 2022.05 or newer to ingest Power BI metadata into Data Catalog.Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceIf you have more than 50,000 actively used workspaces, we recommend increasing the heap size to at least 6 GB.Certificate requirementsEnsure that the Power BI certificate exists in the Java TrustStore. For complete information, see Add the Power BI certificate to the Java TrustStore.Network requirementsYou need the following minimum network requirements:        Firewall rules so that the lineage harvester can connect to:      Collibra Data Intelligence Cloud.        All Collibra Data Lineage servers in your geographic location:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The Power BI harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the Power BI harvester rescans all your Power BI metadata. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the Power BI harvester cannot connect to other Collibra Data Lineage servers.Power BI ingestion workflowYou run the lineage harvester to start the Power BI ingestion workflow. When you initiate Power BI ingestion, each workflow component performs the following actions:        The lineage harvester: Communicates with Power BI.Harvests the Power BI metadata that will be ingested to Data Catalog.Sends the Power BI metadata to the Collibra Data Lineage server.The Collibra Data Lineage server: Analyzes the Power BI metadata.Creates new assets and relations.Stitches existing assets in Data Catalog to Power BI assets.Imports new Power BI assets and their relations in Data Catalog.Data Catalog:Shows the new Power BI assets.Shows a Technical lineage tab on Power BI Column pages.Shows stitching results between Power BI Column assets and Column assets.Install the lineage harvester for Power BI ingestionBefore you can use the lineage harvester, you need to download it and install it. You can download the lineage harvester from the Collibra Community downloads page.If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an upgrade procedure.PrerequisitesYou have purchased the Power BI metadata connector and lineage feature.You have Collibra Data Intelligence Cloud 2020.11 or newer.You meet the minimum system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:the Collibra Data Lineage server with the following IP addresses: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)Collibra Data Intelligence Cloud 2020.11 or newer.StepsDownload the lineage harvester version 1.2.1 or newer.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help.What's next?You can now prepare the lineage harvester configuration file.Prepare the lineage harvester configuration file for Power BIYou have to prepare a technical lineage configuration file and run the lineage harvester to retrieve metadata from Power BI and send it to the CollibraData Lineage server to be scanned, processed and analyzed.For more information, see Collibra Data Lineage.PrerequisitesYou have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have the Technical lineage global permission.You have created a BI Catalog domain (or domains) in which you want to ingest the Power BI assets.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYou have installed the newest lineage harvester version and you have the necessary system requirements to run it.You have manually refreshed your Power BI datasets.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.        Open the configuration file and enter the values for each property.              PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra DGC environment. Other URLs are not accepted.usernameThe username that you use to sign in to Collibra.useCollibraSystemNameIndicates whether or not you want to use the system or server name of a data source to match to the System asset in Data Catalog during automatic stitching. This is useful when you have multiple databases with the same name or if you want to specify the Power BI workspaces from which you want to ingest.By default, the useCollibraSystemName property is set to False. If you want to use it, set it to True.If you set this property to true:You must provide a <source ID> configuration file that defines the system name of databases in Power BI.The lineage harvester reads the <source-ID> configuration file and takes the value in the collibraSystemName property into account.If you set the useCollibraSystemName property to false, the lineage harvester ignores the collibraSystemName property in the <source-ID> configuration file.useSharedDbModelOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section describes the data sources for which you want to create the technical lineage. You have to create a configuration section for each data source. You can add multiple data sources to the same configuration file.typeThe kind of data source. In this case, the value has to be PowerBI.idThe unique ID to identify the Power BI service metadata that was uploaded to the Collibra Data Lineage server.In the sources section of your lineage harvester configuration file, you can only specify one id property per Power BI service. If you have multiple id properties for a single Power BI service, ingestion will fail. If you have multiple id properties in the configuration file, it means you intend to ingest from multiple unique Power BI services.tenantDomainThe Power BI tenant domain is the domain associated with the Microsoft Azure tenant.This domain is either a default domain or a custom domain. For example, collibrapowerbi.onmicrosoft.com.Usually, you can find a list of Power BI tenant or server domains in your Azure Active Directory or in the top right menu.loginFlowThis section describes the authentication information for accessing your Power BI metadata.The lineage harvester supports two authentication methods: service principal, and username and password. For complete information on your authentication options, see Authentication.typeThis depends on the authentication method you use.Service principle: The value should be ServicePrincipal.Username and password: The value should be ResourceOwnerPasswordCredentials.applicationIdThe unique ID of the Microsoft Azure Application (client) ID.usernameThe email address of your Azure Active Directory user.This property only applies if you are using the username and password authentication method. domainIdThe reference ID of the domain in Collibra in which you want to ingest Power BI metadata.collibraSystemNameThe system or server name of a database.See an example. { general: { catalog: {  url: https://catalog-instance.collibra.com,  username: Admin  }, useCollibraSystemName: false, useSharedDbModel: true }, sources: [ {  type: PowerBI,  id: power-bi-id,  tenantDomain: collibrapowerbi.onmicrosoft.com,  loginFlow: {   type: ServicePrincipal,   applicationId: ab123cde-1234-1234-1234-abcd12e34fg5,  },  domainId: domain-reference-ID,  collibraSystemName: collibra-system-name } ] } Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the passwords to connect to your Collibra Data Intelligence Cloud environment.            The password is encrypted and stored in /config/pwd.conf What's next?The lineage harvester triggers Collibra to import Power BI assets and their relations and create a technical lineage for Power BI Column assets. Collibra also stitches the new Power BI assets to existing assets in Data Catalog.To refresh the Power BI metadata in Data Catalog, you can run the lineage harvester again or schedule jobs to run them automatically.You can check the progress of the Power BI ingestion and technical lineage creation in Activities. The Results field indicates how many relations were imported into Data Catalog.When you run the lineage harvester, Collibra Data Lineage creates all Power BI assets in the Data Catalog BI domain (or domains) you specified in the Power BI <source ID> configuration file. We highly recommend that you do not move these assets to other domains. If you move assets to other domains, they will be deleted and recreated in the initial Data Catalog BI domains when you synchronize Power BI. As a result, all manually added characteristics of those assets are lost.Prepare Power BI <source ID> configuration fileThe lineage harvester uses a lineage harvester configuration file to collect the Power BI data objects. It then sends the metadata to the Collibra Data Lineage server. However, if the useCollibraSystemName property in the lineage harvester configuration file is set to true, you also have to provide a <source ID> configuration file that defines the system name of databases in Power BI.Collibra Data Lineage uses the system names to match the structure of databases in Power BI to assets in Data Catalog.You can also include a filters section in your <source ID> configuration file, to specify the Power BI workspaces from which you want to ingest metadata.The name <source ID> refers to the value of the sourceId property in the lineage harvester configuration file.StepsCreate a new JSON file in the lineage harvester config folder.Give the JSON file the same name as the value of the sourceId property in the lineage harvester configuration file.      The value of the sourceId property in the lineage harvester configuration file is power-bi-source-1. Therefore, the name of your JSON file should be power-bi-source-1.conf.Your JSON file must have the file extension .conf.For each database in Power BI, add the following content to the JSON file: PropertyDescriptionMandatory?found_dbname=<database name>;found_hostname=<server name>The database information of supported data sources in Power BI that is typically collected by the lineage harvester. It describes on which server the database is running (found_hostname) and what the name of the database is (found_dbname).You can use wildcards to capture multiple connection string combinations:Show me the supported wildcardsPatternDescription*Matches everything.?Matches any single character.[seq]Matches any character in seq.[!seq]Matches any character not in seq.YesdbnameThe name of the database of a supported data source in Power BI.NoschemaThe name of the default schema of a supported data source in Power BI.If the lineage harvester fails to find a specific schema, it uses the default schema.NodialectThe dialect of the supported data source in Power BI.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.mssql, for a Microsoft SQL Server data source.oracle, for an Oracle data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.sybase, for a Sybase data source.NocollibraSystemNameThe system or server name of a database.If you don't specify a value for this property, the result will be DEFAULT.The value of this property must exactly match the name of your System asset in Collibra.If you are using a <source ID> configuration file for the purpose of providing the true system name of an ODBC database in Power BI, you are not required to:Set the useCollibraSystemName property in the lineage harvester configuration file to true.Specify a Collibra system name in the <source ID> configuration file.However, if the useCollibraSystemName property is set to true in the lineage harvester configuration file, then you must specify a Collibra system name in the <source ID> configuration file.Yes (unless you are using a <source ID> file to provide the true system names of ODBC databases in Power BI.)filtersThis section allows you to specify the Power BI workspaces from which you want to ingest metadata.If you don't want to specify the Power BI workspaces from which to ingest, you must completely remove this filters section.The filters work as workspace AND workspace AND capacity AND capacity, meaning that if you specify a capacity, all of the workspaces in that capacity are also ingested.You can use wildcards to capture multiple connection string combinations:Show me the supported wildcardsPatternDescription*Matches everything.?Matches any single character.[seq]Matches any character in seq.[!seq]Matches any character not in seq.NodomainIdThe unique resource ID of the domain (or domains), in Collibra Data Intelligence Cloud, in which you want to ingest the Power BI assets.You can find the domain ID by clicking the domain type. Then look in the URL of your browser to find the ID. The URL looks like https://<yourcollibrainstance>/domain/<domain ID>?<view>.YesdescriptionAny description, as you see fit.YesworkspaceNamesThe names of Power BI workspaces from which you want to ingest metadata.NoworkspaceIdsThe IDs of Power BI workspaces from which you want to ingest metadata.NocapacityNamesThe names of capacities on which you want to filter.NocapacityIdsThe IDs of capacities on which you want to filter.Any letters in a capacity ID must be in upper case.NoSave the <source ID> configuration file.Example of the <source ID>.conf file { found_dbname=databasename1;found_hostname=*: { dbname: mssql-database-name, schema: mssql-schema-name, dialect: mssql, collibraSystemName: mssql-system-name }, found_dbname=databasename2;found_hostname=server-name.onmicrosoft.com: { dbname: oracle-database-name, schema: oracle-schema-name, dialect: oracle, collibraSystemName: oracle-system-name }, filters:[ { domainId: <domain-ref-id>, description: FirstFilter, workspaceNames: [workspace1, workspace2], workspaceIds: [id3,id4], capacityNames: [capacity1,capacity2] }, { domainId: <domain-ref-id>, description: SecondFilter, workspaceNames: [workspace3, workspace4], capacityIds: [id1,id2] } ] } Lineage harvesting app command options and argumentsAfter creating a configuration file, you can use the lineage harvester to perform specific actions with the data sources that are defined in your configuration file.If you run the lineage harvester in command line, you will see an overview of possible command options and arguments that you can use. If there lineage harvester process fails, you can use the technical lineage troubleshooting guide to fix your issue.Typical command options and argumentsThe following table shows the most commonly used command options and arguments.You can use more than one lineage harvester connected to a single Collibra Data Intelligence Cloud instance, if you want to separately process data sources on different servers. In this case, all lineage harvesters must share the same configuration file, but you can determine which data sources are relevant when you run the full-sync command.CommandDescriptionfull-syncUploads all your data sources to the Collibra Data Lineage server where the data source metadata is processed and uploaded to Data Catalog.-s <ID of data source>Uploads only the data source with the specified ID. For example, full-sync -s myOracleDataSource.This command allows you to process data from a newly added data source or to refresh a data source in the configuration file, without refreshing the other data sources. This reduces the time you need to upload your data sources, since you only upload specific ones without affecting the others. If you want to process multiple data sources, add -s ID of another data source per data source to the command.You can use this argument multiple times to include multiple data sources.--no-matchingUploads a technical lineage without stitching the data objects in your technical lineage to the corresponding Column and Table assets in Data Catalog. As a result, you won't see the technical lineage of a specific Table or Column asset, but you can still see and browse the full technical lineage.load-sourcesDownloads all your data sources in a separate ZIP file, per data source, to the lineage harvester output folder.-s <ID of data source>Downloads only the data source with a specific ID. For example, load-sources -s myOracleDataSource.You can use this argument multiple times to include multiple data sources.cat passwords.json | ./bin/lineage-harvester <command-like-full-sync> --passwords-stdinProvides passwords of your Collibra Data Intelligence Cloud instance and the data sources in your configuration file to the lineage harvester without storing the passwords in the lineage harvester folder.You can replace cat passwords.json by a string generated by your password manager.test-connectionChecks the connectivity to the Collibra Data Lineage server and to Data Catalog. The logs will also show the IP addresses of the Collibra Data Lineage servers that you have to whitelist.This command is mostly used for troubleshooting purposes.--timeout <seconds>Determines the network timeout.--helpShows an overview of all supported command options and arguments that you can use in the lineage harvester.--versionShows the version of the lineage harvester that you are using.Automatic stitchingStitching is a process that creates relations between database columns that are Column assets in Collibra Data Intelligence Cloud and BI assets representing the same database, specifically between:The assets that are created when you ingest Power BI.The assets that are created when you register a data source.The lineage harvester collects the Power BI source code and sends it to the Collibra Data Lineage server for analysis. The source code is then pushed to Data Catalog where relations are created between Power BI assets in Data Catalog.At the same time, Collibra analyzes other metadata of data sources that you registered in Data Catalog and creates new relations of the type Data Element targets / sources Data Element between Power BI Column assets and Column assets in Data Catalog. It also creates a data flow between data objects, which is visualized in a technical lineage.To clarify, the Power BI Column is the target of the Column, and the Column is the source of the Power BI Column.When you ingest Power BI, a technical lineage for Power BI Column assets is automatically created.Stitching issuesTo stitch assets in Data Catalog to data object collected by the lineage harvester, the Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full path of Power BI assets. If the full paths match, the Collibra Data Lineage automatically stitches them.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, the stitching results of BI sources, for example Power BI, currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched in the Stitching tab page.You can use the Stitching tab page to easily find the full path of assets in Data Catalog and data objects that were collected by the lineage harvester.Migrating your existing Power BI assets to the new integration methodA key feature of the Collibra Data Intelligence Cloud 2022.05 release was the ability to ingest Power BI metadata in Data Catalog via the lineage harvester. However, the new integration method was only available to customers who did not need to migrate existing Power BI assets. The following process now allows you to migrate your existing Power BI assets, making integration via the lineage harvester available to all Power BI customers.StepsThe table below shows the steps and prerequisites required to integrate Power BI in Data Catalog. These steps are best practices, which means that some of them might be optional, but highly recommended.StepWhat?DescriptionPrerequisites1Download and install the newest versions of:The Power BI harvester.The lineage harvester.You need to run both harvesters, to synchronize the Power BI metadata via the original ingestion method, as described in Working with Power BI service.You can download both harvesters from the Collibra Product Resource Downloads page.See:Install the Power BI harvester.              Install the lineage harvester.              2Prepare both configuration files.Prepare the Power BI configuration file and the lineage harvester configuration file, for ingestion via the original method, and then run the harvesters.Empty configuration files are included in the respective folders, after installing each harvester.See:Prepare the Power BI configuration file.              Prepare the lineage harvester configuration file.              3Update permissions.Ensure that you have completed all of the prerequisite tasks for the Power BI (NEW) ingestion method. 4Make random call to the Metadata API.Make a call to the Metadata API, to ensure that you can communicate with the Power BI server. For example: GET https://api.powerbi.com/v1.0/myorg/admin/workspaces/modified 5Manually refresh your Power BI datasets.Manually refresh your Power BI datasets to ensure that the data in your Power BI datasets is up-to-date. This is necessary because the Power BI APIs use cached results.For complete information, see:                The Microsoft documentation.                              The Microsoft Power BI Blog.                         See Power BI prerequisites.6Edit the lineage harvester configuration file.Edit the lineage harvester configuration file so that it includes the required properties for ingestion via the Power BI (NEW) ingestion method. See Prepare the lineage harvester configuration file for Power BI.The value of the id property in your lineage harvester configuration file must be the same as the value of the sourceId property in your Power BI configuration file.See Prepare the lineage harvester configuration file for Power BI.7Run the lineage harvester with the full-sync commandStart the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncThis triggers the creation of Power BI assets, their relations and a technical lineage in Data Catalog.We highly recommend that you always install and use the newest lineage harvester. See Prepare the lineage harvester configuration file for Power BI.Migrate your existing Power BI assets to the new integration methodThe following process allows you to migrate Power BI assets that you integrated via the Power BI harvester, to the new integration method.Prerequisites        You have Collibra Data Intelligence Cloud 2020.11 or newer.              You have downloaded the newest Power BI harvester and lineage harvester from the Downloads page, and have the system requirements to install and use them.      You have purchased the Power BI metadata connector and lineage feature.You meet the minimum system requirements.You have completed all of the prerequisite tasks. You have registered Power BI in Microsoft Azure.You have enabled the service principal option in the Power BI Admin portal.You have added Firewall rules so that the Power BI harvester and lineage harvester can connect to the Collibra Data Lineage server with one of the following IP addresses:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us) You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have a global role that has the Manage all resources global permission.You have created a BI Catalog domain (or domains) in which you want to ingest the Power BI assets.            For a full ingestion, we highly recommend to have a Power BI Premium subscription.          StepsDownload and install:The Power BI harvester.The lineage harvester.Prepare the Power BI configuration file and the lineage harvester configuration file, and then run the harvesters.     Ensure that you have completed all of the prerequisite tasks for the Power BI (NEW) ingestion method.      Make a random call to the Metadata API, to ensure that you can communicate with the Power BI server. For example: GET https://api.powerbi.com/v1.0/myorg/admin/workspaces/modifiedManually refresh your Power BI datasets, to ensure that the data is up-to-date. For complete information, see:The Microsoft documentation.The Microsoft Power BI Blog.Edit the lineage harvester configuration file so that it includes the required properties for ingestion via the Power BI (NEW) ingestion method.The value of the id property in your lineage harvester configuration file must be the same as the value of the sourceId property in your Power BI configuration file.Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-sync
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	 Working with Power BI servicePower BI service is a cloud business intelligence software that helps you see and understand your data. You can ingest Power BI metadata in Data Catalog and create a technical lineage.The Power BI service integration in Collibra Data Intelligence Cloud is not the same as the Power BI Report Server integration. If you want to ingest Power BI Report Server metadata in Collibra Data Intelligence Cloud, please read the Power BI Report Server section of the user guide.If you want to ingest Power BI metadata in Data Catalog, you have to purchase the Power BI connector and lineage feature.FeaturesCollibra Data Lineage currently supports two means by which to integrate Power BI in Data Catalog. The following table shows the features specific to the two integration methods.FeaturePower BI via the Power BI harvesterPower BI (NEW), via the lineage harvesterCatalog ingestionTechnical lineageAutomatic stitchingUses only one harvester No Windows dependency Uses new Power BI APIs Workspace filtering for high-volume data Mapping to target domains Data flow support Power BI terminologyBefore you ingest Power BI, read more about the Power BI terminology and how it maps with the Collibra Data Intelligence Cloud asset types.For more information, see the Power BI documentation.Power BI termDescriptionAsset type in CollibraCapacityA resource that hosts Power BI Workspaces.Power BI CapacityDashboardA collection of Power BI tiles with metrics from one or more Reports and Data Models.Power BI DashboardData SetA collection of data that is used to create a Power BI report.Power BI Data ModelData Set ColumnA column in a Power BI Data Model.Power BI ColumnData Set TableA table in a Power BI Data Model.Power BI TableReportA detailed view of a Power BI Data Model, with visualizations of findings and insights.Power BI ReportServer or TenantA visual analytics platform for creating and storing Power BI Reports and Data Models.Power BI ServerTileAn element representing data on the Power BI Dashboard.Power BI TileWorkspaceA collection of Power BI Dashboards, Reports and Data Models.Power BI WorkspacePower BI operating modelThe Power BI harvester collects Power BI metadata and sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates new Power BI assets and relations in Data Catalog. You can see them on the asset page overview or visualize them in a diagram or in a technical lineage.The assets have the same names as their counterparts in Power BI. Full names and Display names cannot be changed in Data Catalog.Depending on your Power BI subscription, it could be that not all asset types are created.Asset types are only created if you have all specific Power BI and Data Catalog permissions.All Power BI asset types are created in the same domain.Relations that were manually created between Power BI assets and other assets in accordance with the relation types in the Power BI operating model, are deleted after a refresh of the Power BI metadata.Power BI metadata overviewThe following image shows the relations between Power BI asset types.Harvested metadata per asset typeThis table shows the harvested Power BI metadata for each Power BI asset type, assuming you have the necessary subscriptions and configurations for a full ingestion.Asset typeHarvested Power BI metadata in Data CatalogPower BI CapacityFull nameDisplay nameServer hosts / is hosted in Business DimensionBI Folder assembles / is assembled in BI FolderPower BI ColumnFull nameDisplay nameDescriptionTechnical Data TypeData Element targets / sources Data ElementBI Data Model contains / is part of BI Data AttributeData Entity contains / is part of Data AttributePower BI DashboardFull nameDisplay nameBusiness Dimension groups / is grouped into ReportReport uses / is used in ReportReport related to / impacted by Business AssetPower BI Data ModelFull nameDisplay nameData Asset is source for / source BI reportData Entity is part of / contains Data ModelData Model contains / is part of BI Data AttributeBI Folder contains / contained in Data AssetPower BI ReportFull nameDisplay nameBusiness Dimension groups / is grouped into ReportReport related to / impacted by Business AssetReport uses / is used in ReportBI Data Set is source for / source BI ReportPower BI ServerFull nameDisplay nameServer hosts / is hosted in Business DimensionPower BI TableFull nameDisplay nameDescriptionData Entity contains / is part of Data AttributeData Entity is part of / contains Data ModelPower BI TileFull nameDisplay nameBusiness Dimension groups / is grouped into ReportReport related to / impacted by Business AssetReport uses / is used in ReportBI Data Set is source for / source BI ReportPower BI WorkspaceFull nameDisplay nameDescriptionBI Folder contains / contained in BI Data ModelBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportThe metadata that is shown on the assets' pages depends on the asset type's assignment. As a result, you might not see all harvested metadata on the asset's page by default.Recommended hierarchy within a domainYou can enable hierarchies for the domain (or domains) in which your Power BI assets were ingested. Doing so makes it easier to understand the relation between your Power BI assets, when viewing the assets on the domain page.Follow these steps to enable and configure the recommended hierarchy.Steps          Open the domain page of the relevant BI Catalog domain.        In the content toolbar, click .The Configure Hierarchy dialog box appears.Select Enable Hierarchy.Select Single path.Start typing and select each of the following relation types:Server hosts Business DimensionBI Folder assembles BI FolderBusiness Dimension groups ReportBI Report source Data AssetData Model contains Data EntityData Entity contains Data AttributeClick Apply.The following image shows an example of a BI Catalog domain with hierarchies enabled.In an asset view, like the one shown in the previous image, if any asset is deleted, for example via synchronization or manual deletion, the view is recreated and the hierarchy is lost. In this case, you can again enable and configure the recommended hierarchy.Power BI asset and domain typesThe Power BI integration in Collibra Data Intelligence Cloud uses a specific subset of packaged asset types and domain types.The following table contains the asset and domain types that are used for the Power BI integration. You can see the parent asset types in the breadcrumbs above each asset type.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder Power BI CapacityA resource that hosts Power BI Workspaces.BI CatalogBusiness Asset Business Dimension BI Folder Power BI WorkspaceA collection of Power BI Dashboards, Reports and Data Models.BI CatalogBusiness Asset Report BI Report Power BI DashboardA collection of Power BI tiles with metrics from one or more Reports and Data Models.BI CatalogBusiness Asset Report BI Report Power BI ReportA detailed view of a Power BI Data Model, with visualizations of findings and insights.BI CatalogBusiness Asset Report BI Report Power BI TileAn element representing data on the Power BI Dashboard.BI CatalogData Asset Data Element Data Attribute BI Data Attribute Power BI ColumnA column in a Power BI Data Model.BI CatalogData Asset Data Structure Data Entity BI Data Entity Power BI TableA table in a Power BI Data Model.BI CatalogData Asset Data Structure Data Model BI Data Model Power BI Data FlowA collection of tables that are created and managed in workspaces in the Power BI service.BI CatalogData Asset Data Structure Data Model BI Data Model Power BI Data ModelA collection of data that is used to create a Power BI report.BI CatalogTechnology Asset Server BI Server Power BI ServerA visual analytics platform for creating and storing Power BI Reports and Data Models.BI CatalogOverview Power BI integration stepsThe Power BI integration enables you to harvest Power BI metadata and create new Power BI assets in Data Catalog. Collibra analyzes and processes the BI metadata and presents it as specific asset types, retaining their original names.To ingest Power BI metadata in Data Catalog, you need to run two different harvesters: the Power BI harvester and the lineage harvester. The order in which you run the harvesters is important. You first have to run the Power BI harvester to collect the metadata from your Power BI application and then run the lineage harvester to import new Power BI assets and their relations in Data Catalog. The Power BI ingestion workflow explains which roles the harvesters play in the Power BI ingestion process.StepsThe table below shows the steps and prerequisites required to integrate Power BI in Data Catalog. These steps are best practices, which means that some of them might be optional, but highly recommended.StepWhat?DescriptionPrerequisites1Set up a Power BI application.Before you start the Power BI integration in Data Catalog, make sure that the Power BI harvester can reach the Power BI metadata. Perform these tasks before you start the actual Power BI ingestion process:The authentication process.The registration of your Power BI application in Microsoft Azure.The Power BI roles and dedicated capacities for Power BI workspaces.The required Power BI subscription.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.You have a Power BI subscription.2Create a new domain.Before you can ingest Power BI metadata, you have to create a new domain or choose an existing domain to store the new Power BI assets.You have a resource role with the following resource permissions:Domain: Add3Optionally, assign the attribute type State to the global assignment of the Power BI Workspace asset typeOn Power BI Workspace asset pages, you can include the attribute type State, to show the state of ingested Power BI workspaces. To do so, you have to edit the global assignment of the Power BI Workspace asset type and assign the attribute type State.If you delete a Power BI workspace, the workspace is maintained for a 90-day grace period. During the grace period, the workspace has the state Deleted. When you ingest Power BI metadata in Data Catalog, this deleted workspace is ingested. For complete information on Power BI workspaces and possible states, see the Microsoft Power BI documentation.You have a global role that has the System administration global permission.4Ingest or import assets from supported JDBC data sources.The Collibra Data Lineage server connects to Data Catalog and reads the full paths of existing assets. When the full path matches the full path of assets in Power BI, the Collibra Data Lineage server automatically stitches them.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, the stitching results of BI sources, for example Power BI, currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched in the Stitching tab page.Permissions depend on how you ingest or import the assets.5Download and install the Power BI harvester.You use the Power BI harvester to collect metadata from Power BI and upload it to Collibra where the metadata is scanned, processed and analyzed.You can download the Power BI harvester from the Collibra Product Resource Downloads page. The installer file contains the following:a config folder with an empty configuration file.a bin folder.a TXT file with more information about the configuration file.                         a BAT file that you use to run the harvester.You have Collibra Data Intelligence Cloud 2020.11 or newer.You have access to the Power BI harvester on the Downloads page.Your environment meets the system requirements to install and use the Power BI harvester.You have added Firewall rules so that the Power BI harvester can connect to the Collibra Data Lineage server with one of the following IP addresses:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)Ingestion results vary according to your Power BI subscription.6Prepare the Power BI configuration file and run the Power BI harvester.You create a configuration file to provide the connection information that you need to connect your Power BI application to Collibra and to the domain in which you want to ingest the Power BI assets.You can access an empty configuration file in the Power BI harvester installation folder. When you have created and saved the configuration file, you can run the Power BI harvester which uploads the Power BI metadata to Collibra.You have access to the Power BI harvester on the Downloads page.You have completed all prerequisite tasks. You have a dedicated domain to ingest the Power BI assets. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYour environment meets the system requirements to run the Power BI harvester and the lineage harvester.For a full ingestion, we highly recommend to have a Power BI Premium subscription.7Download and install the lineage harvester.You use the lineage harvester to trigger the creation of Power BI assets, their relations and a technical lineage in Data Catalog.You can download the lineage harvester from the Collibra Product Resource Downloads page.Your environment meets the system requirements to install and use the lineage harvester.8Prepare the lineage harvester configuration file and run the lineage harvester.You create a lineage harvester configuration file with Power BI connection information and run the lineage harvester to import the results of the Power BI integration and the technical lineage for Power BI into Data Catalog.As a result, Collibra creates new Power BI assets in Data Catalog and imports relations between these assets. It also creates a technical lineage for Power BI assets and other data sources in the lineage harvester configuration file.For more information about the lineage harvester, see the Collibra Data Lineage documentation.You have downloaded the lineage harvester version 1.2.1 or newer.Your environment meets the system requirements to install and run the lineage harvester.You have prepared a Power BI harvester configuration file. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: add9View the Power BI assets and technical lineageAfter the Power BI metadata is ingested in Data Catalog, you can go to the domain where you ingested Power BI and see the list of ingested Power BI assets. These assets are automatically stitched to existing assets in Data Catalog.You can go to a Power BI Column asset page and click the Technical lineage lineage tab to view the technical lineage.If you ingest Power BI for the first time or if you change your geolocation or cloud provider, you have to restart the DGC service before you can see your technical lineage.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.You have a Data Catalog global role with the Technical lineage global permissions.The order in which you run the harvesters is important. You first have to run the Power BI harvester to collect the metadata from your Power BI application and then run the lineage harvester to import new Power BI assets and their relations in Data Catalog.Ingestion results based on Power BI subscriptionsYou can only ingest Power BI metadata to which the Power BI user has access to. Your level of access is determined by your Power BI subscriptions.The following table gives an overview of the minimum required subscriptions and the results in Data Catalog.The assets have the same names as their counterparts in Power BI. Full names and Display names cannot be changed in Data Catalog.Depending on your Power BI subscription, it could be that not all asset types are created.Asset types are only created if you have all specific Power BI and Data Catalog permissions.All Power BI asset types are created in the same domain.Relations that were manually created between Power BI assets and other assets in accordance with the relation types in the Power BI operating model, are deleted after a refresh of the Power BI metadata.Minimum required subscriptionResult in Data CatalogPower BI ProPower BI Workspaces are not assigned to a dedicated capacity in Power BI.The following asset types are created in Data Catalog:Power BI ServerPower BI WorkspacePower BI DashboardPower BI TilePower BI ReportPower BI Data ModelTechnical lineage is unavailable.Power BI Pro with Power BI Embedded Capacity subscription in Microsoft AzurePower BI Workspaces are assigned to a embedded capacity in Azure.The following asset types are created in Data Catalog:Power BI ServerPower BI CapacityPower BI WorkspacePower BI DashboardPower BI TilePower BI ReportPower BI Data ModelPower BI TablePower BI ColumnA technical lineage is created for all Power BI Column assets.PremiumPower BI Workspaces are assigned to a dedicated capacity in Power BI.The following asset types are created in Data Catalog:Power BI ServerPower BI CapacityPower BI WorkspacePower BI DashboardPower BI TilePower BI ReportPower BI Data ModelPower BI TablePower BI ColumnA technical lineage is created for all Power BI Column assets.Premium Per UserPower BI Workspaces are assigned to a dedicated capacity in Power BI.The following asset types are created in Data Catalog:Power BI ServerPower BI CapacityPower BI WorkspacePower BI DashboardPower BI TilePower BI ReportPower BI Data ModelPower BI TablePower BI ColumnA technical lineage is created for all Power BI Column assets.The Power BI Premium Per User license is a new license type that is released for general availability, but is still in its preview period. For more information, see the Microsoft documentation.We highly recommend you to have a Power BI Premium subscription. Power BI Premium also provides additional features and a better speed and performance.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.Power BI ingestion limitationsThere are a few considerations and limitations that you must take into account when you use the Power BI metadata connector and lineage feature.Supported subscriptionsYour subscription determines which Power BI metadata the Power BI harvester can collect.You need one of the following subscriptions to ingest Power BI metadata in Data Catalog:        Power BI Pro. To ensure a full ingestion, you also need a Power BI Embedded Capacity subscription in Microsoft Azure.            Power BI Premium.Power BI Premium Per User.      The Power BI Premium Per User license is a new license type that is released for general availability, but is still in its preview period. For more information, see the Microsoft documentation.Other Power BI subscriptions are currently not supported.Power BI metadataThe Power BI harvester can only partially access metadata of the following Power BI elements:Classic Power BI workspaces, which include My Workspace. Only a full ingestion of new Power BI workspaces is supported.Power BI workspaces that are not part of a dedicated capacity.Descriptions of most Power BI elements.Power BI apps.They can be ingested as Power BI Reports, but there is no easy way to distinguish them from real Power BI reports.The Power BI harvester cannot access metadata of the following Power BI elements:Dataflows.      Tile subtitles.Data from external sources supplying the input for the Power Query expressions in Power BI.The Collibra Data Lineage server can process most, but not all, complex Power BI metadata. This means that the success rate of a Power BI ingestion can be very high, but almost never 100%.Known issuesThe following table presents the known issues of the Power BI integration in Collibra Data Intelligence Cloud.Known issueDescriptionThe Power BI harvester shows an Internal Server Error because of the Power BI workspace filter.If you want to ingest a lot of Power BI data and you use the WorkspaceFilter in the Power BI configuration file, the Power BI API can go in timeout and, as a result, you get an Internal Server Error.If you get this error, we highly advise to not use the workspace filter.If the error message indicates that the issue is an internal server error, the problem is caused by the Power BI REST API, not the Power BI harvester itself.The data set Report Usage Metrics Model cannot be ingested.The Report Usage Metrics Model is a data set that is automatically created by Power BI. This data set does not contain actual data, which means that they contain nothing to ingest into Data Catalog.However, the Power BI harvester still tries to access the metadata and, since there is nothing to access, shows an error message. All error messages about the Report Usage Metrics can be ignored.The IN operator is not supported.Currently, the IN operator is not supported. As a result, you cannot use IN to filter the workspaceFilter property on specific Power BI workspace names in the Power BI harvester configuration file.                For example, you want to filter on two Power BI workspace names. In the configuration file, you can enter the following value of the workspaceFilter property to ingest only workspaces with the name workspace1 or workspace2workspaceFilter: name eq 'workspace1' or name eq 'workspace2'However, you cannot ingest Power BI workspaces that have workspace1 or workspace2 in their name, because the IN operator is currently not supported:name in ('workspace1', 'workspace2')For more syntax examples that you can use in the workspaceFilter property, see the README file attached to the Power BI harvester or see the Microsoft documentation.Stitching results are gray.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, assets of BI sources, for example Power BI, that are stitched to other assets in Data Catalog currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched on the Stitching tab page.Power BI assets that are moved to a different domain are deleted after synchronization.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.You have successfully ingested Power BI metadata, but calculated tables and columns are not shown in the Technical lineage or in the browse tab pane.Calculated columns are virtually the same as a non-calculated columns, with one exception: their values are calculated using DAX formulas and values from other columns. Collibra Data Lineage currently does not support internal transformations via DAX language, and any data objects derived via DAX are not shown in the technical lineage or in the browse tab pane. Currently, only M Query/Power Query expressions are supported.You are experiencing Power Query parsing errors when ingesting Power BI metadata.The Power Query parser does not currently support parsing for:The following functions:                MicrosoftAzureConsumptionInsights.Tables                              Table.ExpandRecordColumn                              Dates Query                              Transact-SQL statements              Supported data sources in Power BIPower BI is business intelligence software that can integrate with various data sources. When you ingest Power BI metadata, Collibra Data Lineage tries to automatically stitch this metadata to data sources registered in Data Catalog. It also creates a technical lineage that shows where metadata is used and how it transforms.The following table shows the supported data source types in Power BI that have been tested.Although the following data sources have been tested extensively, there still may be some issues caused by unsupported elements within the data source or limitations in the Power BI integration process.Power BI data sourceConnection typeTechnical lineageStitching to registered data sources in Data CatalogAmazon RedshiftImportYesYesAzure DatabricksImportYesYesGoogle BigQueryImportYesYesODBCImportYesYesYou need to use a Power BI <source ID> configuration file to provide the true system names of the ODBC databases in Power BI. For more information, see Providing ODBC database names in Power BI.OracleImportYesYesSnowflakeImportYesYesSQL ServerImportYesYesSybaseImportYesYesWe cannot guarantee that other data sources in Power BI can be stitched successfully.Providing ODBC database names in Power BIYou can create a technical lineage for ODBC data sources in Power BI. However, ODBC database names often can't be determined. When a database name can't be determined, it's given a substitute name, which is the ODBC connection string.This substitute name can be seen in the technical lineage, but it is merely a placeholder that doesn't carry any meaning if you're trying to identify the database it represents in the technical lineage. A bigger problem is that if you want to stitch the ODBC database to assets in Data Catalog, the substitute name won't match with any ingested databases, so stitching won't work. To ensure that the true database names appear in the technical lineage, and to ensure successful stitching, you can use a Power BI <source ID> configuration file to provide the true system names of the ODBC databases in Power BI.The name <source ID> refers to the value of the sourceId property in the Power BI configuration file. If, for example, the value of the sourceId property in the Power BI configuration file is power-bi-source-1, then the name of your <source ID> configuration file should be power-bi-source-1.conf.Example of the <source ID> configuration fileFor each ODBC database in Power BI, add the following content to the JSON file: { found_dbname=DSN_MYDATABASE;found_hostname=ODBC: { dbname: DB001, schema: MYSCHEMA, dialect: oracle, collibraSystemName: oracle-system-name } } PropertyDescriptionfound_dbname=<substitute database name>;found_hostname=<server name>found_dbname is the substitute database name. You need to convert it to uppercase and replace every non-alphanumeric character by an underscore (_). In this example, the substitute name is “dsn=MYDATABASE”, so you should use DSN_MYDATABASE.The substitute name is the ODBC connection string, which can be lengthy when it includes the driver and parameters in full.found_hostname should be “ODBC”, but you can also use an asterisk (*).dbnameThe true system name of the ODBC database in Power BI.schemaThe name of the default schema of the ODBC database in Power BI.If no schema is specified and the Power BI harvester fails to find a specific schema, it uses the default schema.dialectThe dialect of the ODBC connection. The dialect must be one of the supported SQL dialects. If no dialect is specified, “mssql” is used, by default.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.mssql, for a Microsoft SQL Server data source.oracle, for an Oracle data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.sybase, for a Sybase data source.collibraSystemNameThe system or server name of a database.Because you are using a <source> configuration file only for the purpose of providing the true system name of an ODBC database in Power BI, you are not required to:Set the useCollibraSystemName property in the Power BI configuration file to true.Specify a Collibra system name in the <source ID> configuration file.However, if the useCollibraSystemName property is set to true in the Power BI configuration file, then you must specify a Collibra system name in the <source ID> configuration file.For complete information on working with <source ID> configuration files, see Power BI <source ID> configuration file.Power BI prerequisitesBefore you start the Power BI integration process, you have to perform a number of tasks in Power BI and Microsoft Azure. These tasks, which are performed outside of Collibra, are needed to enable the Power BI harvester to reach your Power BI application and collect its metadata.The tasks include the following:The authentication process.The registration of your Power BI application in Microsoft Azure.The Power BI dedicated capacities and roles for Power BI workspaces.The metadata harvesting process explains in detail which prerequisites you need to enable the Power BI harvester to collect the Power BI metadata.There are some limitations to the metadata harvesting process. Ensure that you understand these limitations before you start the harvesting process.Because these tasks are performed outside of Collibra, it is possible that the content changes without us knowing. We strongly recommend that you carefully read the source documentation.Supported Power BI subscriptionsYour subscription determines which Power BI metadata the Power BI harvester can collect.You need one of the following subscriptions to ingest Power BI metadata in Data Catalog:        Power BI Pro. To ensure a full ingestion, you also need a Power BI Embedded Capacity subscription in Microsoft Azure.            Power BI Premium.Power BI Premium Per User.      The Power BI Premium Per User license is a new license type that is released for general availability, but is still in its preview period. For more information, see the Microsoft documentation.We highly recommend you to have a Power BI Premium subscription.AuthenticationYou have to be authenticated to access Power BI metadata. Your authentication method determines how you retrieve the metadata.The Power BI harvester supports two types of authentication:Username and passwordService principal authenticationThe metadata harvesting process is different for each authentication method. As a result, different configurations in Microsoft Azure and Power BI are required.We recommend that you use the service principal authentication.Username and passwordThe username and password authentication method relies on the username, in the form of an email address, and a password you provide to access the Power BI metadata. To use the username and password authentication, you need to be an Azure Active Directory user with a Power BI admin role in Power BI and have a Contributor role in the Power BI workspaces that you want to ingest into Data Catalog. When you become an Azure Active Directory user, a new email address is created. You use this email address to sign in to Power BI.The email address that is created in Microsoft Azure is the username that you use to sign in to Power BI. You can store the username and password you use to sign in to Power BI in the Power BI configuration file.In the Power BI Tenant settings in Power BI, you have to enable the Allow XMLA endpoints and Analyze in Excel with on-premises datasets. This setting has to be applied to the entire organization (default) or to the specific security group to which your workspaces belong.Only Azure Administrators can create users and require them to authenticate via username and password. The Azure Administrator also assigns the user the Power BI admin role. This user is only created for the purpose of Power BI integration in Collibra Data Intelligence Cloud. The user in Azure should have a Member user type.Service principalThe Service Principal authentication method lets an Azure Active Directory automatically access Power BI.The Service Principal authentication relies on the Power BI Tenant ID and the Azure Active Directory application ID that you provide in the configuration file. The password you need to access Power BI is the client secret key of the Azure Active Directory application. To use the Service principal authentication, you need to embed Power BI content with a Service Principal and an application secret. This means that you do the following:Create an Azure AD security group.Add the security group in the Power BI Tenant settings in Power BI.In the Power BI Admin portal, you also do the following :Enable the Allow service principals to use read-only Power BI admin APIs (preview) option.Enable the Allow service principal to use Power BI APIs option in the Developer settings.Apply the option to specific security groups.Enter the name of the security group to which you want to add the service principal.Enable the Allow XMLA endpoints and Analyze in Excel with on-premises datasets. This setting has to be applied to the entire organization (default) or to the specific security group to which your workspaces belong.You need Power BI administrator rights to access the Power BI Admin portal.Assign the Contributor role to the security group in the Power BI workspaces you want to ingest.Do not confuse the Allow service principals to use read-only Power BI admin APIs (preview) option with the Allow service principal to use Power BI APIs option. You need to enable both options.Register Power BI in Microsoft Azure and set permissionsBefore you set up the Power BI harvester, make sure that the harvester can reach Power BI by registering Power BI in Azure and setting the necessary permission to harvest the metadata.We highly recommend that you read about supported authentication methods before you register Power BI in Microsoft Azure. This procedure is performed outside of Collibra. A third party may change the software without notification, which can render this documentation out of date. We highly recommend that you carefully read the source documentation.StepsThe content in this topic is different for the username / password authentication method or service principal authentication method. We highly recommend that you read the following instructions carefully before you register Power BI in Microsoft Azure:Service principal instructionsUsername / password instructionsRegister Power BI in the Azure Portal using the following settings:      SettingDescriptionNameThe name of your Power BI application.Supported account typesThe type of tenant. This indicates who can access the Power BI application.In this case, the supported account type must be Single tenant.Redirect URIThe location to which a user's client is redirected and where security tokens are sent after a successful authorization.In this case, the redirected URI must be Web, but you do not have to specify any web location.When you have registered Power BI, the Azure portal creates two important IDs that you need in the Power BI configuration file:        The Application (client) IDThe Directory (tenant) IDWe highly recommend that you store these IDs for further use. You can find the IDs in the Overview pane on the Azure portal or in the top right menu.Create a user with the Power BI Administrator role (only for username / password authentication).In the Azure portal, go to Authentication pane and do the following:Go to the Advanced settings section.Set the Treat application as a public client to Yes.Go to the API permissions pane and do the following:Select Delegated permissions as permission type.Grant the Power BI application in Microsoft Azure the Microsoft Graph User.Read permission.Grant the Power BI application in Microsoft Azure all Power BI Service permissions (only for username / password authentication).Set Admin consent required for Tenant.ReadAll permission to Yes (only for username / password authentication).      The user now has the following permissions:Microsoft GraphUser.ReadPower BI Service (only for username / password authentication)App.Read.AllCapacity.Read.AllDashboard.Read.AllDataflow.Read.AllGroup.Read.AllReport.Read.AllTenant.Read.All, with Admin consent required set to Yes.Workspace.Read.AllIn the Power BI Admin portal, do the following (only for service principal authentication):Enable the Allow service principals to use read-only Power BI admin APIs (preview) option.Enable the Allow service principal to use Power BI APIs option in the Developer settings.Apply the option to specific security groups.Enter the name of the security group to which you want to add the service principal.Enable the Allow XMLA endpoints and Analyze in Excel with on-premises datasets.Apply the integration setting to the entire organization (default) or to the specific security group to which your workspaces belong.You need Power BI administrator rights to access the Power BI Admin portal.In the Power BI Admin portal, do the following (only for username / password authentication):Enable the Allow XMLA endpoints and Analyze in Excel with on-premises datasets. Apply the integration setting to the entire organization (default) or to the specific security group to which your workspaces belong.What's next?You can add your Power BI workspaces to a dedicated capacity.Power BI workspacesPower BI workspaces represent the most used metadata in Power BI. They contain, for example, reports and data sets. If you want a full ingestion, you have to make sure that the Power BI harvester can access all metadata in your Power BI workspaces. Consider the following:Depending on the authentication type, you must have specific roles and permissions to access the metadata in the Power BI workspaces.        You can only fully ingest new Power BI workspaces. This means that classic workspaces and My Workspace in Power BI are not supported.You can filter on Power BI workspaces in the Power BI configuration file.Roles and permissionsDepending on the authentication type that you want to use, you also require additional permissions in the Power BI workspaces to access the Power BI metadata.    In case of username / password authentication, the Azure Active Directory user with a Power BI admin role in Power BI must have the Contributor role in the Power BI workspaces you want to ingest.In case of Service Principal authentication, you have to add the Active Directory security group to which you added the Service Principal to your Power BI workspaces. The Power BI workspaces you want to ingest must have the Contributor role in the Power BI security group.Ingesting deleted workspacesIf you delete a Power BI workspace, the workspace is maintained for a 90-day grace period, during which a Power BI administrator can restore the workspace. During the grace period, the workspace has the state Deleted. When you ingest Power BI metadata in Data Catalog, this deleted workspace is ingested. When the grace period elapses, the state of the workspace becomes Removing, for a short time, while it is being permanently removed. The state then becomes Not found. At this point, as the workspace no longer exists in Power BI, the Power BI Workspace asset in Collibra will also be deleted upon the next synchronization.Why are deleted workspaces ingested?Let's image that you ingest a Power BI workspace with the Active state and that over time, you add comments, tags and characteristics to the asset in Collibra. Now let's imagine that the workspace is deleted in Power BI and we do not ingest the deleted workspace. In this case, the Power BI Workspace asset in Collibra is deleted upon the next synchronization. But what if the Power BI administrator decides, during the 90-day grace period, to restore the workspace in Power BI? Upon the next synchronization, a new Power BI Workspace asset is created in Collibra, but all of the comments, tags and characteristics that were part of the deleted asset are lost.By ingesting deleted Power BI workspaces, we safeguard against losing any of the additional information on the Power BI Workspace asset, in case a Power BI administrator decides to restore a workspace during the grace period.Viewing workspace states in CollibraOn Power BI Workspace asset pages, you can include the attribute type State, to show the state of ingested Power BI workspaces. To do so, you have to edit the global assignment of the Power BI Workspace asset type and assign the attribute type State.For complete information on Power BI workspaces and possible states, see the Microsoft Power BI documentation.The metadata harvesting processCollibra uses two methods to harvest Power BI metadata: via REST API calls and via XMLA endpoints. The REST API retrieves basic metadata, and XMLA endpoints retrieve more specific metadata.To enable the lineage harvester to access metadata in Power BI workspaces, you must add the workspaces to a Power BI Premium dedicated capacity and have the correct configurations in Microsoft Azure.There are some limitations to the metadata harvesting process. Ensure that you understand these limitations before you start the harvesting process.The following table shows which metadata the Power BI harvester retrieves and how.Metadata about...is retrieved using...ReportsMicrosoft Azure Admin Power BI REST API calls.Data set columns and lineageXMLA (Queries or M-queries) endpointsOverview of the metadata harvesting process with username / password authenticationStepRetrieved viaDescription1Power BI API callsThe Power BI harvester uses the username, password and application ID to access the Power BI APIs. These APIs retrieve basic Power BI metadata, for example metadata in the Power BI tenant or server and reports.2XMLAYou add the Azure Active Directory user with a Power BI admin role in Power BI to a security group and grant him the Contributor role in Power BI workspaces. You add the Power BI workspaces that you want to ingest to the same security group. As a result, the Power BI harvester uses XMLA endpoints to retrieve more specific metadata, for example Power BI columns and lineage. Specific metadata from Power BI workspaces is only harvested if you added the Power BI workspaces to the Power BI dedicated capacity and you have the necessary permissions to harvest the metadata..Make sure that all necessary dedicated capacities are running and accessible to the Power BI harvester. If not, creating assets for Power BI data sets and your technical lineage may fail.Overview of the metadata harvesting process with service principal authenticationStepRetrieved viaDescription1Power BI API callsThe Power BI harvester uses the application ID and the client secret key of the Azure Active Directory application to access the Power BI APIs. These APIs retrieve basic Power BI metadata, for example metadata in the Power BI tenant or server and reports.2XMLAYou add the service Principal to a security group and grant it the Contributor role in the Power BI workspaces. As a result, the Power BI harvester uses XMLA endpoints to retrieve more specific metadata, for example in Power BI columns and lineage. Specific metadata from Power BI workspaces is only harvested if you add the Power BI workspaces to the dedicated capacity and you have the necessary permissions to harvest the metadata.Make sure that all necessary dedicated capacities are running and accessible to the Power BI harvester. If not, creating assets for Power BI data sets and your technical lineage may fail.Prepare a domain for Power BI ingestionYou can create a new domain for your Power BI asset and use the domain ID in the Power BI harvester configuration file. As a result, Collibra uses this domain to ingest all Power BI assets during the Power BI integration process.PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain.Click Create.Open your domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.        Paste the domain ID in the Power BI configuration file.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.Power BI and lineage harvester set-upTo ingest Power BI metadata in Data Catalog, you need to run two different harvesters:         The Power BI harvesterThe lineage harvester.The order in which you run the harvesters is important. You first have to run the Power BI harvester to collect the metadata from your Power BI application and then run the lineage harvester to import new Power BI assets and their relations in Data Catalog. The Power BI ingestion workflow explains which roles the harvesters play in the Power BI ingestion process.You need to purchase the Power BI metadata connector and lineage feature to access the Power BI and lineage harvesters.If you upgrade from Power BI harvester 1.0.0.0 to Power BI harvester 1.0.0.1 or newer, you have to follow an upgrade procedure.Power BI ingestion workflowTo ingest Power BI metadata into Data Catalog, you use two types of harvesters:        A Power BI harvester        A lineage harvesterThe harvesters can run on the same or on different machines. However, the Power BI harvester must run on a Windows machine.When the Power BI harvester initiates the Power BI integration, each workflow component performs the following actions:The Power BI harvester:      Communicates with Power BI.Harvests Power BI metadata for ingestion and lineage.Sends the Power BI metadata to the Collibra cloud environment.The Power BI harvester only harvests the metadata, it does not change it.The lineage harvester:      Triggers a new synchronization of the metadata in Collibra to create a technical lineage for Power BI and new relations between Power BI assets.Sends the Power BI ingestion results to Data Catalog.Sends the lineage results to Data Catalog.Data Catalog (via the Collibra Data Lineage server):      Shows the new Power BI assets.Shows a Technical lineage tab on Power BI Column pages.Collibra Data Lineage serversA Collibra Data Lineage server processes and analyzes the harvested metadata and uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.Based on your geographical location and cloud provider, the Power BI harvester sends metadata to one of the following Collibra Data Lineage servers:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)You have to whitelist all Collibra Data Lineage servers in your geographic location. For example, if your data is located in Europe, you have to whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-us Collibra Data Lineage server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.Set up the Power BI harvesterThe Power BI harvester is a standalone console application that runs on a Windows machine. You use it to extract data from the Power BI REST API and XMLA endpoints and send it to the Collibra Data Lineage server in Collibra's cloud environment for analysis.The metadata harvesting process explains in detail which prerequisites you need to enable the Power BI harvester to collect the Power BI metadata.There are some limitations to the metadata harvesting process. Ensure that you understand these limitations before you start the harvesting process.Power BI harvester system requirementsYou need to meet the following system requirements to install and run the Power BI harvester on your Windows machine.If you want to successfully ingest Power BI metadata into Data Catalog, you need to meet both the system requirements to run the Power BI harvester, and also the system requirements to run the lineage harvester.Software requirementsYou need to meet the software requirements to install and run the Power BI harvester.Minimum software requirementsYou need the following minimum software requirements:Microsoft .NET Framework 4.7.2.One of the following:    Client operating system: Windows 7 SP1, 8.1 or 10, version 1607.Server operating system: Windows Server 2008 R2 SP1..NET Framework 4.7.2 is available as a system update.Recommended software requirementsThe minimum software requirements are most likely insufficient for production environments. We recommend you meet the following software requirements:Microsoft .NET Framework 4.7.2 or higher.Client operating system: Windows 10 April 2018 update, version 1803 or newer.Server operating system: Windows Server 2016 version 1803 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the Power BI harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend you meet the following hardware requirements:4 GB RAM20 GB free disk spaceNetwork requirementsYou have firewalls rule to have access to:The Microsoft API.A Collibra Data Lineage server with IP address:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The Power BI harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the Power BI harvester rescans all your Power BI metadata. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the Power BI harvester cannot connect to other Collibra Data Lineage servers.The Power BI harvester uses port 443 (tcp only).Install the Power BI harvesterBefore you can use the Power BI harvester, you need to download it and install it on your Windows machine. You can download the Power BI harvester from the Collibra Product Resource Center downloads page.If you upgrade to Power BI harvester 1.0.0.1 or newer, you have to follow an upgrade procedure.PrerequisitesYou have Collibra Data Intelligence Cloud 2020.11 or newer.You have access to the Power BI harvester on the Downloads page.Your environment meets the system requirements to install and use the Power BI harvester.You have added Firewall rules so that the Power BI harvester can connect to the Collibra Data Lineage server with one of the following IP addresses:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)StepsDownload the Power BI harvester.Unzip the archive.Open the Power BI harvester folder.The Power BI harvester folder contains two folders, a BAT file that you use to run the harvester and a TXT file with information about the configuration file.An empty Power BI configuration file is available in the config folder.What's next?You can now prepare the Power BI connection properties in the configuration file and run the Power BI harvester.We highly recommend that you run the Power BI harvester via command line. This enables you to follow the metadata upload and see possible errors that may occur.Prepare the Power BI configuration fileYou create a configuration file for the Power BI metadata that you want to ingest. This configuration file is used by the Power BI harvester to retrieve metadata from Power BI and send it to Collibra to be scanned, processed and analyzed.PrerequisitesYou have access to the Power BI harvester on the Downloads page.You have completed all prerequisite tasks. You have a dedicated domain to ingest the Power BI assets. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYour environment meets the system requirements to run the Power BI harvester and the lineage harvester.For a full ingestion, we highly recommend to have a Power BI Premium subscription.StepsIn the Power BI harvester folder, open the empty configuration file.Enter the values for each property.         PropertiesDescriptionMandatorypowerbiThis section contains information that is necessary to connect to your Power BI application.YestenantDomainThe Power BI tenant domain is the domain associated with the Microsoft Azure tenant.This domain is either a default domain or a custom domain. For example, collibrapowerbi.onmicrosoft.com.Usually, you can find a list of Power BI tenant or server domains in your Azure Active Directory or in the top right menu.YesapplicationIdThe unique ID of the Microsoft Azure Application (client) ID.YesuserNameThe username that you use to access Power BI.Depending on your authentication type, the username should have a different value:For username and password authentication, you enter the username that you use when you sign in to Power BI.For Service Principal authentication, you leave this field empty.If you cannot store your username in the configuration file for security or other reasons, delete this field and provide the username via command line or when prompted by the Power BI harvester.NopasswordThe password or client secret key that you use to access Power BI. Depending on your authentication type, the password needs a different value:For username and password authentication, you enter the password that you use when you sign in to Power BI.For Service Principal authentication, you enter the Power BI application client secret key.In case the password is an empty string, leave this field empty.If you cannot store your password in the configuration file for security or other reasons, delete this field and provide the password via command line or when prompted by the Power BI harvester.NoworkspaceFilterAn option to exclude specific Power BI workspaces from the ingestion process. You can add multiple workspaces. For example workspace1, workspace2, workspace3.If the workspaceFilter field remains empty or is deleted from the configuration file, all accessible Power BI workspaces are processed and ingested.For more information about the query options to filter Power BI workspaces, see the Microsoft documentation. Be aware that the IN operator is currently not supported.If you use Power BI harvester older than version 1.1.0.0, the workspaceFilter property is named groupFilter. This change is backward compatible. However, if you download a new Power BI harvester, we highly recommend to update your configuration file.NotechlinThis section contains information to identify your Power BI metadata on the Collibra Data Lineage server.YessourceIdThe unique ID of your Power BI metadata.The lineage harvester uses this ID to locate the Power BI metadata on the Collibra Data Lineage server.This value can be anything as long as it is a unique, human readable ID and the same as the value of the Id property in the lineage harvester configuration file. The Power BI and lineage harvesters use the ID to identify a batch of data on the Collibra Data Lineage server.YescatalogThis section contains information that is necessary to connect to Data Catalog.YesdomainIdThe unique resource ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the Power BI assets.You can find the domain ID by clicking the domain type. Then look in the URL of your browser to find the ID. The URL looks like https://<yourcollibrainstance>/domain/<domain ID>?<view>.YesurlThe URL of your Collibra Data Intelligence Cloud instance.You can only enter the public URL of your Collibra Data Intelligence Cloud environment. Other URLs will not be accepted.YesuserNameThe username that you use to sign in to Collibra.If you cannot store your username in the configuration file for security or other reasons, delete this field and provide the username via command line or when prompted by the Power BI harvester.NopasswordThe password that you use to sign in to Collibra.If you cannot store your passwordin the configuration file for security or other reasons, delete this field and provide the password via command line or when prompted by the Power BI harvester.NouseCollibraSystemNameIndication whether you want to use the system or server name of a data source to match to the System asset in Data Catalog during automatic stitching. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to false. If you want to use it, set it to true.If you set the useCollibraSystemName property to true, the Power BI harvester reads the <source-ID> configuration file and takes the value in the collibraSystemName property into account.If you set the useCollibraSystemName property to false, the Power BI harvester ignores the collibraSystemName property in the <source-ID> configuration file.Unless you have multiple databases with the same name, we highly recommend that you keep the default value. YesSave the configuration file. Trigger the Power BI harvester to upload the Power BI metadata:Run the following command line if your configuration file is in its default location: .\powerbi-harvester.bat          Launch the path to the Power BI configuration file if you moved the configuration file to a different location:.\bin\powerbi-harvester.exe .\config\powerbi-harvester.confWe highly recommend that you run the Power BI harvester via command line. This enables you to follow the metadata upload and see possible errors that may occur.If the Power BI harvester prompts for credentials, enter them or use command line options to provide them.Credentials provided via command line overwrite the credentials in the configuration file.The Power BI harvester collects the Power BI metadata and sends it to the Collibra Data Lineage server. Collibra scans and analyzes the metadata.If you want to ingest multiple Power BI applications, create a new configuration file using a unique ID and repeat these steps. In the lineage harvester configuration file, you can add multiple Power BI sections that each refer to a different ID.If you are not able to run the Power BI harvester, go to the troubleshooting section to resolve your issues.ExampleThis example shows a configuration file with the username / password authentication method. { powerbi: { tenantDomain: <organization.onmicrosoft.com>, applicationId: <microsoft-azure-id>, userName: <your-power-bi-email-address>, password: <password-to-access-power-bi>, workspaceFilter: workspace-name1, workspace-name2 }, techlin: { sourceId : <unique-power-bi-ID> }, catalog: { domainId: <your-catalog-domain>, url: <url-to-collibra>, userName: <my-collibra-username>, password: <my-collibra-password> }, useCollibraSystemName: false }This example shows a configuration file with the service principal authentication method. { powerbi: { tenantDomain: <organization.onmicrosoft.com>, applicationId: <microsoft-azure-id>, userName: , password: <secret-key>, workspaceFilter: <filter-workspace-name> }, techlin: { sourceId : <unique-power-bi-ID> }, catalog: { domainId: <your-catalog-domain>, url: <url-to-collibra>, userName: <my-collibra-username>, password: <my-collibra-password> }, useCollibraSystemName: false } If you are ingesting a large amount of Power BI data and you use the workspace filter (workspaceFilter), the Power BI harvester might time out, resulting in an Internal Server Error. If you get this error, we highly advise you to not use the workspace filter. See the known issues in Power BI ingestion limitations.What's next?You can now download and install the lineage harvester and prepare the lineage harvester configuration file. The lineage harvester triggers Collibra to create new Power BI assets, stitch them and show a technical lineage for them.To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester and lineage harvester again or schedule jobs to run them automatically.Prepare Power BI <source ID> configuration fileThe Power BI harvester uses a Power BI configuration file to collect the Power BI data objects. It then sends the metadata to the Collibra Data Lineage server. However, if the useCollibraSystemName in the Power BI configuration file is set to true, you also have to provide a specific <source ID> configuration file that defines the system name of databases in Power BI.Collibra Data Lineage uses the system names to match the structure of databases in Power BI to assets in Data Catalog.The name <source ID> refers to the value of the sourceId property in the Power BI configuration file.Prerequisites        The useCollibraSystemName in the Power BI harvester configuration file is set to true.This is not a prerequisite if you are using a <source ID> configuration file for the purpose of providing the true system names of the ODBC databases in Power BI. In that case, you can set the useCollibraSystemName property in the Power BI harvester configuration file to true, but it is not mandatory.StepsCreate a new JSON file in the Power BI harvester config folder.Give the JSON file the same name as the value of the sourceId property in the Power BI configuration file.      The value of the sourceId property in the Power BI configuration file is power-bi-source-1. Therefore, the name of your JSON file should be power-bi-source-1.conf.For each database in Power BI, add the following content to the JSON file: PropertyDescriptionMandatory?found_dbname=<database name>;found_hostname=<server name>The database information of supported data sources in Power BI that is typically collected by the Power BI harvester. It describes on which server the database is running (found_hostname) and what the name of the database is (found_dbname).You can use wildcards to capture multiple connection string combinations:Show me the supported wildcardsPatternDescription*Matches everything.?Matches any single character.[seq]Matches any character in seq.[!seq]Matches any character not in seq.YesdbnameThe name of the database of a supported data source in Power BI.NoschemaThe name of the default schema of a supported data source in Power BI.If the Power BI harvester fails to find a specific schema, it uses the default schema.NodialectThe dialect of the supported data source in Power BI.You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.mssql, for a Microsoft SQL Server data source.oracle, for an Oracle data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.sybase, for a Sybase data source.NocollibraSystemNameThe system or server name of a database.The value of this property must exactly match the name of your System asset in Collibra.If you are using a <source> configuration file for the purpose of providing the true system name of an ODBC database in Power BI, you are not required to:Set the useCollibraSystemName property in the Power BI configuration file to true.Specify a Collibra system name in the <source ID> configuration file.However, if the useCollibraSystemName property is set to true in the Power BI configuration file, then you must specify a Collibra system name in the <source ID> configuration file.Yes (unless you are using a <source ID> file to provide the true system names of ODBC databases in Power BI.)Save the <source ID> configuration file.Example of the <source ID>.conf file { found_dbname=databasename1;found_hostname=*: { dbname: mssql-database-name, schema: mssql-schema-name, dialect: mssql, collibraSystemName: mssql-system-name }, found_dbname=databasename2;found_hostname=server-name.onmicrosoft.com: { dbname: oracle-database-name, schema: oracle-schema-name, dialect: oracle, collibraSystemName: oracle-system-name } } Ingest multiple Power BI applicationsYou can ingest more than one Power BI application in Collibra. For each Power BI application, you create a separate Power BI configuration file, and then add a section in the lineage harvester configuration file.PrerequisitesYou have access to the Power BI harvester on the Downloads page.You have completed all prerequisite tasks. You have a dedicated domain to ingest the Power BI assets. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYour environment meets the system requirements to run the Power BI harvester and the lineage harvester.For a full ingestion, we highly recommend to have a Power BI Premium subscription.StepsPrepare the Power BI configuration file for one Power BI application.Run the Power BI harvester.For each additional Power BI application, do the following:Prepare a new configuration file with the information of the next Power BI application.Optionally, create a new domain in Data Catalog to ingest the assets of this Power BI application.Enter a new source ID that is different from the source IDs of existing Power BI configuration files.Run the Power BI harvester again.      Make sure that you refer to the path of this configuration file when you run the Power BI harvester.The Power BI harvester collects the Power BI metadata of each Power BI application and sends it to the Collibra Data Lineage server. Collibra scans and analyzes the metadata.In the lineage harvester configuration file, create a Power BI section for each Power BI application. Use the source ID of each Power BI configuration file as the ID of the Power BI section in the lineage harvester configuration file.Run the lineage harvester to ingest the Power BI metadata in Collibra.      The Power BI metadata is ingested in the domain that you specified in the Power BI configuration file.ExampleYou have two Power BI applications that you want to ingest. The first Power BI configuration file has source ID power-bi-app-a, the second Power BI configuration file has source ID power-bi-app-b. The lineage harvester configuration file contains two Power BI sections that each refer to a different source ID.{ general: { catalog : { url : https://companydomain.collibra.com, username : my-Collibra-username} }, sources : [ { type : ExistingLineage, id : power-bi-app-a } { type : ExistingLineage, id : power-bi-app-b }] }What's next?To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester and lineage harvester again or schedule jobs to run them automatically. You can schedule to synchronize Power BI applications at different times.Command options and argumentsAfter creating a Power BI harvester configuration file, you can use the command line to provide the Power BI harvester with additional information or perform specific actions.Credentials provided via command line overwrite the credentials in the configuration file.Typical command options and argumentsThe following table shows the most commonly used command options and arguments.CommandDescription--powerbi-password <Power BI user password or application client secret key>Your Power BI password.If you don't want to add your password in the Power BI harvester configuration file, you can provide it via command line.Your password depends on the authentication method that you use:For username / password authentication, you enter the Power BI user password.For Service Principal authentication, you enter the application client secret.                     --powerbi-user<Power BI username or empty string>Your Power BI username.If you don't want to add your username in the Power BI harvester configuration file, you can provide it via command line.Your username depends on the authentication method that you use:For username / password authentication, you enter the Power BI username.For Service Principal authentication, you enter to indicate an empty string. This is only necessary if you deleted the username filed in the configuration file.              --catalog-password <Collibra password>Your Collibra password.If you don't want to add your password in the Power BI harvester configuration file, you can provide it via command line.If you added an API key, the Data Catalog credentials will not be used.--catalog-user<Collibra username>Your Collibra username.If you don't want to add your password in the Power BI harvesterconfiguration file, you can provide it via command line.If you added an API key, the Data Catalog credentials will not be used.--output-file <file path>Save your harvested Power BI metadata to a specified directory. The output file is a ZIP file.--from-file <file path>Upload Power BI metadata that was already harvested and saved to a specified file.--timeout <seconds>Increase the timeout duration to specify a longer timeout for remote API calls.If you want the Power BI harvester to wait 15 minutes before canceling a remote API connection, you can use --timeout 900.Set up the lineage harvester for Power BI ingestionThe lineage harvester is a software application that is needed to collect your Power BI metadata and send it to the Collibra Data Lineage server, where the metadata is processed and a technical lineage and new Power BI assets and relations are created. Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.For more information about the lineage harvester, read the Collibra Data Lineage documentation.You need the lineage harvester 1.2.1 or newer to ingest Power BI metadata into Data Catalog.      Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:        Firewall rules so that the lineage harvester can connect to:      Collibra Data Intelligence Cloud.        All Collibra Data Lineage servers in your geographic location:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The Power BI harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the Power BI harvester rescans all your Power BI metadata. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the Power BI harvester cannot connect to other Collibra Data Lineage servers.Install the lineage harvester for Power BI ingestionBefore you can use the lineage harvester, you need to download it and install it. You can download the lineage harvester from the Collibra Community downloads page.If you upgrade to lineage harvester 1.3.0 or newer, you have to follow an upgrade procedure.PrerequisitesYou have purchased the Power BI metadata connector and lineage feature.You have Collibra Data Intelligence Cloud 2020.11 or newer.You meet the minimum system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:the Collibra Data Lineage server with the following IP addresses: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)Collibra Data Intelligence Cloud 2020.11 or newer.StepsDownload the lineage harvester version 1.2.1 or newer.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help.What's next?You can now prepare the lineage harvester configuration file.Prepare the lineage harvester configuration file for Power BIYou have to prepare a technical lineage configuration file and run the lineage harvester to fetch the Power BI analysis results on the Collibra Data Lineage server and sent them as an import job to your Collibra Data Intelligence Cloud.Comments in the lineage harvester configuration file are not supported.For more information, see Collibra Data Lineage.Prerequisites        You have prepared the Power BI configuration file and executed the Power BI harvester. You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have the Technical lineage global permission.You have created a BI Catalog domain in which you want to ingest the Power BI assets.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYou have downloaded lineage harvester version 2022.05 or newer. We highly recommend that you always install and use the newest lineage harvester.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.        Open the configuration file and enter the values for each property.              PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra DGC environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.sourcesThis section describes the data sources for which you want to create the technical lineage. You have to create a configuration section for each data source. You can add multiple data sources to the same configuration file.typeThe kind of data source. In this case, the value has to be ExistingLineage.idThe unique ID to identify the Power BI service metadata that was uploaded to the Collibra Data Lineage server. The value has to be the same as the value you used in the sourceId property in the Power BI configuration file.This value can be anything as long as it is a unique ID and the same as the value of the sourceId property in the Power BI configuration file. The Power BI and lineage harvesters use the ID to identify a batch of data on the Collibra Data Lineage server.If you want to ingest multiple Power BI applications, create a separate Power BI configuration file for each Power BI application each with a unique source ID. Duplicate the Power BI section in the lineage harvester configuration file and enter the source ID in the ID property.Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the passwords to connect to your Collibra Data Intelligence Cloud environment.            The password is encrypted and stored in /config/pwd.conf What's next?The lineage harvester triggers Collibra to import Power BI assets and their relations and create a technical lineage for Power BI Column assets. Collibra also stitches the new Power BI assets to existing assets in Data Catalog.To refresh the Power BI metadata in Data Catalog, you can run the Power BI harvester and lineage harvester again or schedule jobs to run them automatically.You can check the progress of the Power BI ingestion and technical lineage creation in Activities. The Results field indicates how many relations were imported into Data Catalog.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.Power BI business logicPower BI business users work with Power BI dashboards and reports to make business decisions. Collibra's Power BI connector and lineage feature offers business users several advantages:Easily find certified Power BI content.Shop for Power BI reports.Trace Power BI metadata to metadata of other data sources.Find where content is stored in Power BI.Get information about a Power BI Report in a single location.Power BI asset pagesDepending on the Power BI asset type, the asset page shows different information ingested from Power BI. You can find a specific Power BI asset page using Data Catalog search or via the Data Catalog BI domain in which you ingested the Power BI metadata.DetailsAsset pages show attributes and relations to other assets. This information is synchronized with the Power BI service. However, you can add additional characteristics, tags or comments.If you want to use a Power BI Data Model or a Power BI Report, you can add it to the Data Basket and check it out.The following Power BI Report asset page shows in which Power BI Workspace the report is stored and which Power BI Data Set it uses. This asset has a clear description and is certified.Business diagramsThe business diagram is a feature to show and interact with many assets and relations in an easy-to-read diagram. The business diagram helps you to quickly see to which other assets a specific asset is related. As such, the diagram can show a high-level presentation of a Power BI Report. This enables you, for example, to see:In which Power BI Workspace the Power BI Report is stored.In which Power BI Capacity the Power BI Workspace is stored.Which Power BI Data Model assets the Power BI Report uses.Which Table assets and Column assets from other data sources are the source of a Power BI Column asset.The following business diagram shows the Product Cost Statistics Report Power BI Report, which is stored in the Power BI Statistics Power BI Workspace. The report uses the Product Cost - Statistics Report Power BI Data Model. This data set contains data from the SQL Server Cloud source.          Report viewsThe Power BI connector and lineage feature enables you to find all ingested Power BI Reports and children of the Power BI Report asset type in a single location.In the Reports tab page in Data Catalog you can see an overview of all Report assets and their children. Optionally, you can create a view with a filter to only show Power BI Reports. This is useful if you quickly want to find a report or if you want to know which reports are certified.Technical lineage for Power BI serviceWhen you ingest Power BI metadata in Data Catalog, you automatically create a technical lineage for Power BI Column assets. Each Power BI Column asset page has a Technical lineage tab page that shows the technical lineage of that Power BI Column asset. If you ingest Power BI for the first time or if you change your geolocation or cloud provider, you have to restart the DGC service before you can see your technical lineage.Technical lineage graphThe technical lineage graph shows relations of the type Data Element targets / sources Data Element between BI assets and other data objects in the data flow, for example Column assets or Power BI Column assets. These relations are created during the Power BI ingestion process as a result of automatic stitching.For more information about the technical lineage, see the Collibra Data Lineage section in the user guide.ExampleThe following technical lineage shows the relation of the type Data Element targets / sources Data Element between the Column asset LISTPRICE and the Power BI Column asset ListPrice.Sources tab pageThe Sources tab page shows the transformation details that were analyzed and processed on the Collibra Data Lineage server and the results of this analysis. The success rate of the analysis indicates how complete the technical lineage is. There are a few limitations that prevent the Collibra Data Lineage server from processing all Power BI metadata.The Collibra Data Lineage server can process most, but not all, complex Power BI metadata. This means that the success rate of a Power BI ingestion can be very high, but almost never 100%.ExampleThe following Sources tab page shows that you have created a technical lineage for four data sources. Power BI has a success rate of 83%. When you use the transformation logs to investigate the errors, you see that the Collibra Data Lineage server couldn't process some elements of the Power BI metadata, for example because they are not supported or there is an issue in the configuration file or the Power BI setup.Automatic stitchingStitching is a process that creates relations between database columns that are Column assets in Collibra Data Intelligence Cloud and BI assets representing the same database, specifically between:The assets that are created when you ingest Power BI.The assets that are created when you register a data source.The Power BI Harvester collects the Power BI source code and sends it to Collibra for analyzing. The lineage harvester then pushes it to the Data Catalog and creates the relation between Power BI assets in Data Catalog.At the same time, Collibra analyzes other metadata of data sources that you registered in Data Catalog and creates new relations of the type Data Element targets / sources Data Element between Power BI Column assets and Column assets in Data Catalog. It also creates a data flow between data objects, which is visualized in a technical lineage.When you ingest Power BI, you automatically create a technical lineage for Power BI Column assets.Stitching issuesTo stitch assets in Data Catalog to data object collected by the lineage harvester, the Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full path of Power BI assets. If the full paths match, the Collibra Data Lineage automatically stitches them.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, the stitching results of BI sources, for example Power BI, currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched in the Stitching tab page.You can use the Stitching tab page to easily find the full path of assets in Data Catalog and data objects that were collected by the Power BI harvester and the lineage harvester.Schedule jobsYou can use scheduled jobs to run the Power BI harvester and lineage harvester at specific times automatically.Since you need both the Power BI harvester and the lineage harvester to successfully ingest Power BI metadata in Data Catalog, we highly recommend that you schedule the Power BI harvester job before you schedule the lineage harvester job.When you run the harvesters, Collibra Data Lineage creates all Power BI assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Power BI. As a consequence, all manually added data of those assets is lost.Schedule Power BI harvester jobsYou can use the Windows Task Scheduler to make the Power BI harvester run scheduled jobs periodically. In a scheduled job, the Power BI harvester automatically uploads Power BI metadata to Collibra.Scheduled jobs only work if you add the correct credentials to the Power BI configuration file or if you use a tool to automatically provide the credentials each time the Power BI harvester job is scheduled.Schedule lineage harvester jobsYou can use Task Scheduler on Windows or Crontab on Mac and Linux to make the lineage harvester run scheduled jobs periodically. In a scheduled job, the lineage harvester uploads Power BI metadata to your Collibra Data Intelligence Cloud environment and Data Catalog automatically creates new Power BI assets and relations at specific times, dates or intervals. Collibra also creates a technical lineage for Power BI Column assets.Relations that were manually created between Power BI assets and other assets via a relation type in the Power BI operating model, are deleted after a refresh of the Power BI metadata.You created a Power BI configuration file and added the required properties to the lineage harvester configuration file. You schedule the Power BI harvester job each Monday at 6 am and the lineage harvester job at 6 pm. As a result, your Power BI metadata is automatically refreshed on a weekly basis.Harvesters upgradeEach new Power BI harvester and lineage harvester adds features and enhancements to the previous version. We highly recommend that you always use the newest harvester available.Upgrade to Power BI harvester 1.0.0.1 or newer and lineage harvester 1.3.0 or newerThe Power BI harvester 1.0.0.1 enables you to connect to a Collibra Data Lineage server, based on your geolocation and cloud provider.You only have to follow this upgrade procedure when you upgrade from Power BI harvester 1.0.0.0 to Power BI harvester 1.0.0.1 and newer or if the server's geolocation or cloud provider changes.We highly recommend that you always use the newest Power BI harvester and lineage harvester.StepsIf you have strict firewall rules, whitelist one of the following IP addresses, based on your Collibra geolocation and cloud provider:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)IP address 15.222.200.199 is only available for Power BI harvester 1.0.0.2 and lineage harvester 1.3.1 and newer.Download Power BI harvester 1.0.0.1 or newer, from the Collibra Downloads page.Install the new Power BI harvester.Migrate your Power BI connection information in your old configuration file to the configuration file in the new Power BI harvester folder.Trigger the Power BI harvester to upload the Power BI metadata to the Collibra Data Lineage server with the new IP address:Run the following command line if your configuration file is in its default location: .\powerbi-harvester.bat          Launch the path to the Power BI configuration file if you moved the configuration file to a different location:.\bin\powerbi-harvester.exe .\config\powerbi-harvester.confWe highly recommend that you run the Power BI harvester via command line. This enables you to follow the metadata upload and see possible errors that may occur.Download lineage harvester 1.3.0 or newer, from the Collibra Downloads page.Install the new lineage harvester.Migrate the data sources in your old configuration file to the configuration file in the new lineage harvester folder.Run the lineage harvester with the full-synccommand.The lineage harvester uploads your data sources to the Collibra Data Lineage server with the new IP address.Restart the DGC service in Collibra Console.For more information about Power BI and the Power BI harvester, see Power BI.What's next?Collibra now synchronizes your Power BI assets and relations. You can also access the technical lineage via a Power BI Column asset page.Power BI troubleshootingIt is possible that you encounter problems during the Power BI ingestion process.You can also encounter problems due to Power BI ingestion limitations.The following table lists possible problems and offer a solution.ProblemDescriptionYou have made a mistake in the Power BI harvester configuration file or the lineage harvester configuration file.Make sure to check all properties and values before you run the Power BI harvester.If any of the values of the required configuration properties are missing, invalid or incorrect, the Power BI harvester or lineage harvester fails with an error or the Power BI ingestion will be incorrect.The Power BI harvester and lineage harvester should have the same value in the url and (source)Id property.You don't have the correct Power BI permissions or not all prerequisites have been met before you start the Power BI integration process.Make sure you have read and performed all prerequisites. The prerequisites are slightly different if you choose for username / password or service principal authentication.The Power BI harvester failed to retrieve Power BI capacities and shows status code Unauthorized.This is a common mistake when you use the service principal authentication method. To solve this issue, make sure that you have enabled the Allow service principals to use read-only Power BI admin APIs (preview) option in the Power BI Admin portal,.Do not confuse the Allow service principals to use read-only Power BI admin APIs (preview) option with the Allow service principal to use Power BI APIs option. You need to enable both options.You have network or remote API issues.Web services providing the API interfaces that the Power BI harvester uses may sometimes experience problems, or there may be problems with network access to these resources. If the Power BI harvester fails unexpectedly, check the following network resources and make sure they work properly:                Power BI REST API endpoints                              XMLA endpoints                              Technical lineage API              Considering the nature of these remote resources, the cause of the problem can often be out of your control. Please wait until the issue is resolved or escalate the issue with the respective authority.You cannot retrieve information for individual Power BI dashboards or data sets.To retrieve metadata of individual Power BI dashboards or data sets, you require permissions to access them. However, sometimes the Power BI dashboards and data sets are in a problematic state or you cannot reach them due to Power BI-related issues.When you execute the Power BI harvester, a summary of all encountered problems is printed. To reduce the number of problems, you can use the group filters in the Power BI configuration file to restrict the set of harvested Power BI workspaces.Depending on the type of issue, you may need to solve them one by one.The Power BI harvester cannot retrieve certain workspaces in the workspaceFilter property.Make sure the syntax in the workspaceFilter property in the configuration file is correct and you don't use the IN operator.Currently, the IN operator is not supported. As a result, you cannot use IN to filter on specific Power BI workspaces in the workspaceFilter property in the Power BI configuration file. For more information, see the Power BI limitations.The Power BI harvester failed to connect to the Microsoft API.Usually, this is a timeout issue. We highly recommend that you increase the timeout duration. Use the following command line option to set the timeout duration: --timeout <seconds>. For example, if you want the Power BI harvester to wait 15 minutes for the connection, you can use --timeout 900.You get an error message related to Usage Metrics.If you see errors related to Usage Metrics, you can ignore them, because they do not cause Power BI ingestion to fail.Usage Metrics are reports that are automatically created in Power BI, but they do not represent any Power BI assets or technical lineage information.The technical lineage is missing or incomplete.                If the technical lineage is missing, you must add your Power BI workspaces to a dedicated capacity to allow the Power BI harvester to extract data from XMLA endpoints.Harvesting metadata via Power BI REST API does not require the dedicated capacity. As a result, the Power BI harvester can only reach limited Power BI metadata and won't create a technical lineage.If the technical lineage is incomplete, certain aspects of the Power BI ingestion job may not be supported.You can only ingest new Power BI workspaces. This means that classic workspaces and My Workspace in Power BI is not supported. Also read the other limitations of the Power BI ingestion process to understand why technical lineage is missing or incomplete.Some Power BI metadata is missing in Data Catalog.                Do the following:Use new Power BI workspaces if you want a full ingestion.                Add your Power BI workspaces to a dedicated capacity to allow the Power BI harvester to extract data from XMLA endpoints.              Grant the Power BI workspaces the Contributor role in the Power BI security group.You have successfully ingested Power BI metadata, but calculated tables and columns are not shown in the Technical lineage or in the browse tab pane.Calculated columns are virtually the same as a non-calculated columns, with one exception: their values are calculated using DAX formulas and values from other columns. Collibra Data Lineage currently does not support internal transformations via DAX language, and any data objects derived via DAX are not shown in the technical lineage or in the browse tab pane. Currently, only M Query/Power Query expressions are supported.Power BI ingestion testsIf you want to test the Power BI ingestion, we recommend that you use the workspaceFilter property in the Power BI configuration file to limit the Power BI ingestion to one or two Power BI workspaces.For more information about the query options to filter Power BI workspaces, see the Microsoft documentation.If you want to limit the Power BI ingestion to one Power BI workspace with the name PowerBIWorkspace1, you can set the workspaceFilter value to Name eq 'PowerBIWorkspace1'.Power BI harvester messages When something goes wrong during the Power BI metadata harvesting process, the Power BI harvester logs show a message code that provides a link to more information. The message code indicates which part of the harvesting process failed or was skipped, and provides steps to resolve it.Make sure that you understand the Power BI metadata harvesting process and the typical Power BI ingestion workflow.Message codeDescriptionMSG-LIN-7000This message is a reminder to follow all steps to ingest the Power BI metadata in Data Catalog.This message is always shown after the Power BI harvester successfully uploads the Power BI metadata to the Collibra Data Lineage server. Next, you have to create a lineage harvester configuration file and successfully run the lineage harvester to create Power BI assets and relations in Data Catalog.MSG-LIN-7001An unexpected problem occurred at the local machine. The error can be caused by an invalid path name, not enough storage space or other unexpected issues.MSG-LIN-7002There is a problem with the Power BI harvester configuration file or the source ID configuration file.Make sure that all information in the configuration file(s) and the path to the configuration file(s) is correct.MSG-LIN-7003The Power BI harvester could not retrieve tenant information, because the Microsoft API did not return a response that the Power BI harvester could process.To solve this problem, we recommend that you check your network settings and rerun the Power BI harvester. If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-7004The Power BI harvester could not communicate with the Collibra Data Lineage server, likely because of one of the following scenarios:The remote API did not return a response that the Power BI harvester could process.                             The API call returned a 401 (Unauthorized) error because an invalid userKey token was used.              To solve this problem, we recommend that you:                Ensure that the Power BI harvester is connecting to the correct Collibra Data Lineage server.                              Check your network settings and rerun the Power BI harvester.              If the issue persists, please contact Collibra support or your customer success manager.MSG-LIN-7005The Power BI harvester could not retrieve Power BI metadata, because the Power BI service did not return a response that the Power BI harvester could process.To solve this problem, we recommend that you check your network settings and rerun the Power BI harvester. If the issue persists, please contact Collibra support or your customer success manager.If the error message indicates that the issue is an internal server error, the problem is caused by the Power BI REST API.MSG-LIN-7006The Power BI harvester could not communicate with a remote server, because the server did not return a response within an expected time interval and, as a result, the Power BI harvester aborted the process.To solve this problem, we recommend that you do the following:Check your network settings.Check the amount of metadata that is processed. If it is a large amount, use the --timeout command line option to specify a longer timeout for remote API calls.If the problem persists or the remote server does not respond within a reasonable time period, create a support ticket or contact your customer success manager.MSG-LIN-7007This problem occurs when the Power BI service returns inconsistent data. As a result, the Power BI harvester cannot successfully process the data to create a consistent result data set.The Power BI harvester uses multiple API calls to retrieve Power BI metadata. If something in the Power BI service changed during the harvesting process, the metadata can be inconsistent. We recommend to run the Power BI harvester again. If the issue persists, create a support ticket or contact your customer success manager.MSG-LIN-7008The Power BI harvester cannot access XMLA endpoints for some Power BI dedicated capacities with harvested workspaces, because the capacities are currently not running. As a result, the Collibra Data Lineage server cannot create a technical lineage for these workspaces.To solve this problem, check if the Power BI workspace is part of a running dedicated capacity and you meet the necessary prerequisites to access and export it.MSG-LIN-7009The Power BI authentication failed. This problem can be caused by an error in the Power BI credentials.To solve this problem, check your Power BI login credentials in the Power BI harvester configuration file or reenter them via command line.MSG-LIN-7010The connection between the Power BI harvester and the Collibra Data Lineage server failed. This problem can be caused by an error in the Collibra Data Intelligence Cloud credentials or Collibra Data Intelligence Cloud host address.To solve this problem, check your Collibra Data Intelligence Cloud credentials in the Power BI harvester configuration file or reenter them via command line.MSG-LIN-7011The Power BI harvester could not retrieve the tenant domain information.To solve this problem, check that you have the correct tenant domain ID in the Power BI harvester configuration file.MSG-LIN-7012The Power BI API failed. This can be caused by an error in the syntax of the workspaceFilter field in the Power BI harvester configuration file.The workspace filter operations use OData syntax and are processed by the Power BI service, not the Power BI harvester.Examples of supported workspace filter operations:name eq 'Workspace1' or name eq 'Workspace2' only harvests workspaces with the specified names.not endswith(name, 'Test') only harvests workspaces whose names don't end in Test.tolower(capacityId) eq '01234567-89ab-cdef-0123-456789abcdef' only harvests workspaces hosted on the specified dedicated capacity.reports/any(d:contains(d/name, 'Sales')) only harvests workspaces with reports whose names contain Sales.If you do not want to filter on specific workspaces, leave the workspaceFilter field in the Power BI harvester configuration file empty.For more information about the query options to filter Power BI workspaces, see the Microsoft documentation. We cannot guarantee that other group filter operations work correctly. For example, the IN operator is currently not supported. MSG-LIN-7013You do not have the required permissions to harvest the Power BI metadata. Check that the user is a Power BI Administrator and that the Power BI application has all required permissions.To solve this problem, check that you have correctly registered your Power BI application in Microsoft Azure.MSG-LIN-7014You do not have the required permissions to harvest the Power BI metadata. Enable the Allow service principals to use read-only Power BI admin APIs (preview) option in the Power BI Admin Console.To solve this problem, check that you meet the prerequisites to use the service principal.MSG-LIN-7015You do not have the required permissions to harvest the Power BI metadata. Enable the Allow service principal to use Power BI APIs option in the Power BI Admin Console.To solve this problem, check that you meet the prerequisites to use the service principal.MSG-LIN-7016The harvested Power BI workspaces are not assigned to a dedicated capacity. As a result, Data Catalog cannot ingest details about tables and columns and technical lineage are not available.You do not have to assign less important to a dedicated capacity, for example personal workspaces. However, if there are no workspaces on a dedicated capacity, the harvested Power BI metadata is very limited.MSG-LIN-7017The Power BI harvester could not access XMLA endpoints for any Power BI workspaces to retrieve detailed information about data sets. As a result, technical lineage is be available.To solve this issue, check that you meet the prerequisites to access XMLA endpoints for all Power BI workspaces that you want to ingest in Data Catalog.MSG-LIN-7018Batch processing failed at Collibra server. The harvested batch was uploaded to a Collibra Data Lineage server, but the server could not process the batch.Review the error message that accompanies this error code. It might identify a problem that you can resolve, for example if you used an unsupported version of the harvester. If the error message does not identify the problem or if you're unable to resolve it on your own, create a support ticket or contact your customer success manager.Working with SSRS and PBRSSQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) are server-based report generating applications created by Microsoft that helps you see and understand your data.PBRS is included in the licensing of the SQL Server Enterprise Edition or as a free extension of Power BI premium. SSRS and PBRS are closely related and both use the same API to communicate to the lineage harvester. As a result, Collibra created one operating model that contains data from both SSRS and PBRS. Whether you use SSRS, PBRS or both, you only need one integration in the lineage harvester configuration file.While SSRS and PBRS use the same API, we can access less information from PBRS reports than from SSRS data. As a result, we do not support stitching and lineage information for PBRS reports.SSRS and PBRS asset and domain types SSRS and PBRS terminology SSRS and PBRS operating model Automatic stitching Technical lineage for SSRS and PBRS Overview of SSRS and PBRS steps The lineage harvester setup for SSRS and PBRS SSRS and PBRS asset and domain typesThe SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) integration in Collibra Data Intelligence Cloud uses a specific subset of asset types and domain types.The following table shows the asset types and domain types that are used for the SSRS and PBRS integration. You can see the parent asset types in the breadcrumbs above each asset type.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder SSRS Folder              A collection of SQL Server Reporting Services and Power BI Report Server Reports and Data Sets.  BI CatalogBusiness Asset Report BI Report SSRS KPIA key performance indicator of SQL Server Reporting Services.BI CatalogBusiness Asset Report BI Report SSRS ReportA detailed view of an SQL Server Reporting Services Data Set, with visualizations of findings and insights.BI CatalogData Asset Data Element Data Attribute BI Data Attribute SSRS ColumnA column in an SQL Server Reporting Services Report Data Set.BI CatalogData Asset Data Element Report Attribute BI Report Attribute SSRS ParameterA column that is part of an SQL Server Reporting Services Data Set and that is used in a KPI.BI CatalogData Asset Data Set BI Data Set SSRS Data ModelA collection of data that is used to create an SQL Server Reporting Services Report.BI CatalogData Asset Data Element Data Attribute BI Data Attribute Power BI TableSSRS Table          A table in an SQL Server Reporting Services Report Data Set.BI CatalogTechnology Asset Server BI Server SSRS Server    A visual analytics platform for creating and storing SQL Server Reporting Services and Power BI Report Server Reports and Data Sets.  BI CatalogSSRS and PBRS terminologyThe following table shows the SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) terminology and how it maps to the Collibra Data Intelligence Cloud asset types.TermDescriptionAsset type in CollibraColumnA column in an SQL Server Reporting Services Report Data Set.SSRS ColumnData SetA collection of data that is used to create an SQL Server Reporting Services Report.SSRS Data ModelFolder    A collection of SQL Server Reporting Services and Power BI Report Server Reports and Data Sets.  SSRS FolderKPIA key performance indicator of SQL Server Reporting Services.SSRS KPIMobile reportA detailed view of an SQL Server Reporting Services Data Set, with visualizations of findings and insights.SSRS ReportPaginated reportA detailed view of an SQL Server Reporting Services Data Set, with visualizations of findings and insights.SSRS ReportParameterA column that is part of an SQL Server Reporting Services Data Set and that is used in a KPI.SSRS ParameterPower BI Report Server reportA detailed view of a Power BI Data Model, with visualizations of findings and insights.Power BI ReportSQL Server Reporting Services or Power BI Report Server server or tenant    A visual analytics platform for creating and storing SQL Server Reporting Services and Power BI Report Server Reports and Data Sets.  SSRS ServerTableA table in an SQL Server Reporting Services Report Data Set.SSRS TableSSRS and PBRS operating modelThe lineage harvester collects SQL Server Reporting Services (SSRS) metadata and sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates new SSRS assets and relations in Data Catalog. You can see them on the asset page overview or visualize them in a diagram or in a technical lineage.The assets have the same names as their counterparts in SSRS and Power BI Report Server (PBRS). Full names and Names cannot be changed in Data Catalog.Assets ingested from SSRS and PBRS are called SSRS assets in Data Catalog, except for PBRS reports which are called Power BI Report assets.Asset types are only created if you have all specific Data Catalog permissions.All SSRS and PBRS assets are created in the same domain.Relations that were manually created between SSRS assets or PBRS assets and other assets via a relation type in the SSRS and PBRS operating model, are deleted after synchronizing the metadata.SSRS and PBRS metadata overviewThe following image shows the relations between SSRS asset types and the Power BI Report asset type.Harvested metadata per asset typeThis table shows the harvested SSRS and PBRS metadata for each SSRS asset type and Power BI Report asset type, assuming you have the necessary subscriptions and configurations for a full ingestion.Asset typeHarvested SSRS metadata in Data CatalogSSRS ColumnFull nameNameDisplay nameDescriptionTechnical Data TypeBI Data Model contains / is part of BI Data AttributeData Element targets / sources Data ElementData Entity contains / is part of Data AttributeSSRS Data ModelFull nameNameDisplay nameDescriptionCertifiedURLDocument creation dateDocument modification dateDocument sizeVisible on serverLocationBI Data Model contains / is part of BI Data AttributeData Asset is source for / source BI reportBI Folder contains / contained in Data AssetData Entity is part of / contains Data ModelSSRS FolderFull nameNameDisplay nameDescriptionURLDocument creation dateDocument modification dateVisible on serverLocationBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportBI Folder contains / contained in Data AssetServer hosts / is hosted in Business DimensionSSRS KPIFull nameNameDisplay nameDescriptionCertifiedURLDocument creation dateDocument modification dateDocument sizeVisible on serverLocationReport Attribute contained in / contains ReportReport related to / impacted by Business AssetData Asset is source for / source BI ReportBusiness Dimension groups / is grouped into ReportSSRS ParameterFull nameNameDisplay nameDescriptionReport Attribute contained in / contains ReportReport Attribute sourced from / is source of Data AttributeBusiness Asset represents / represented by Data AssetSSRS ReportFull nameNameDisplay nameDescriptionCertifiedURLDocument creation dateDocument modification dateDocument sizeVisible on serverLocationReport uses / is used in ReportData Asset is source for / source BI ReportReport related to / impacted by Business AssetBusiness Dimension groups / is grouped into ReportPower BI ReportFull nameNameDescriptionCertifiedURLDocument creation dateDocument modification dateDocument sizeVisible on serverLocationBusiness Dimension groups / is grouped into ReportReport related to / impacted by Business AssetReport uses / is used in ReportData Asset is source for / source BI ReportSSRS ServerFull nameNameDisplay nameDescriptionServer hosts / is hosted in Business DimensionSSRS TableFull nameDisplay nameDescriptionData Entity contains / is part of Data AttributeData Entity is part of / contains Data ModelExample of ingested SSRS and PBRS metadataThe following image shows an example structure after SSRS and PBRS ingestion.Automatic stitchingSQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) is business intelligence software that can integrate with various data sources. When you ingest metadata, Collibra Data Lineage tries to automatically stitch this metadata to data sources registered in Data Catalog.Stitching is a process that creates relations between database columns that are Column assets in Collibra Data Intelligence Cloud and BI assets representing the same database, specifically between:The assets that are created when you ingest SSRS and PBRS.The assets that are created when you register a data source.When the full name of Column assets in Data Catalog matches the full name of SSRS Column assets collected from SSRS, the Collibra Data Lineage server stitches them by creating a relation of the type Data Element targets / sources Data Element.To clarify, the SSRS Column is the target of the Column, and the Column is the source of the SSRS Column.Stitching issuesTo stitch assets in Data Catalog to data object collected by the lineage harvester, the Collibra Data Lineage server looks at the full path of the assets in Data Catalog and the full path of SSRS-PBRS assets. If the full paths match, the Collibra Data Lineage automatically stitches them.Usually, data objects that Collibra Data Lineage stitches to assets in Data Catalog have a yellow background in the technical lineage graph. However, the stitching results of BI sources currently have a gray background. This does not indicate that stitching failed. You can see which assets are stitched in the Stitching tab page.You can use the Stitching tab page to easily find the full path of assets in Data Catalog and data objects that were collected by the lineage harvester.Technical lineage for SSRS and PBRSWhen you ingest SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) metadata in Data Catalog, you automatically create a technical lineage for SSRS Column assets. Each SSRS Column asset page has a Technical lineage tab page that shows the technical lineage of that asset Column asset. We cannot access PBRS lineage information. As a result, you can only create a technical lineage for SSRS Column assets.If you ingest SSRS and PBRS for the first time, or if you change your geolocation or cloud provider, you might have to restart the DGC service before you can see your technical lineage.Technical lineage graphThe technical lineage graph shows relations of the type Column is source for / is target of Data Attribute between BI assets and other data objects in the data flow, for example Column assets or Power BI Column assets. These relations are created during the ingestion process as a result of automatic stitching.For more information about the technical lineage, see the Collibra Data Lineage section in the documentation.ExampleThe following technical lineage shows the relation of the type Data Element sources / targets Data Element between the Column assets FOOD_NAME, FOOD_TYPE and FOOD_CODE and the SSRS Column assets food_name, food_type and food_code.Sources tab pageThe Sources tab page shows the transformation details that were analyzed and processed on the Collibra Data Lineage server and the results of this analysis. The success rate of the analysis indicates how complete the technical lineage is.The Collibra Data Lineage server can process most, but not all complex metadata. This means that the success rate of an ingestion job can be very high, but might not be 100%.Overview of SSRS and PBRS steps The SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) integration in Collibra Data Intelligence Cloud enables you to harvest SSRS and PBRS metadata and create new SSRS and Power BI assets in Data Catalog. Collibra analyzes and processes the BI metadata and presents it as assets of specific types, retaining their original names.In the global assignment of each asset type included in the SSRS-PBRS operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail.While SSRS and PBRS use the same API, we can access less information from PBRS reports than from SSRS data. As a result, we do not support stitching and lineage information for PBRS reports.Roles and permissions in SSRS or PBRS.To ingest SSRS and PBRS metadata into Data Catalog, the lineage harvester connects to the SSRS or PBRS web portal. You need a role with user access to the server from which you want to ingest:You have a system-level role, which is at least a System user role.You have an item-level role, which is at least a Content Manager role.You can ingest SSRS and PBRS with any report server subscription. We highly recommend to install and use the latest version of SSRS and PBRS .StepsThe table below shows the steps and prerequisites required to integrate SSRS in Data Catalog.StepWhat?DescriptionPrerequisites1Create a new domain.Before you can ingest SSRS and PBRS metadata, you have to create a new domain or choose an existing domain to store the new assets.You have a resource role with the following resource permissions:Domain: Add2Download and install the lineage harvester.You use the lineage harvester to collect metadata from SSRS and upload it to the Collibra Data Lineage server where the metadata is scanned, processed and analyzed.You can download the lineage harvester from the Downloads section of the Collibra Product Resource Center.You have Collibra Data Intelligence Cloud 2021.09 or newer.You have access to the lineage harvester. We highly recommend that you always install and use the newest lineage harvester.Your environment meets the system requirements to install and use the lineage harvester.You have added firewall rules so that the lineage harvester can connect to the Collibra Data Lineage servers with the following IP addresses:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)3Prepare the lineage harvester configuration file and run the lineage harvester.You create a configuration file to provide the connection information that you need to connect your SSRS application to the Collibra Data Lineage server and to the Collibra Data Intelligence Cloud domain in which you want to ingest the SSRS assets.You can access an empty configuration file in the lineage harvester installation folder. When you have created and saved the configuration file, you can run the lineage harvester to upload the SSRS metadata to Collibra. { general: { catalog: {  url: https://<organization>.collibra.com,  username: <your-collibra-username> }, useCollibraSystemName: false }, sources: { collibraSystemName : , id: <unique-id>, type: <SSRS or PBRS>, url: http://<IP address>/Reports, username: <user-name>, domainId: <domain-resource-id>, folderFilter: [/Folder1/*, Folder2] } }You have a dedicated domain. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permissions:Asset: AddAttribute: AddAttachment: AddYour environment meets the system requirements to run the lineage harvester.4If required, create a <source ID> configuration file.If the useCollibraSystemName in the lineage harvester configuration file is set to true, you have to provide additional information about the used data sources in SSRS.You have created a lineage harvester configuration file.5View the SSRS and PBRS ingestion results.After the SSRS and PBRS metadata is ingested in Data Catalog, you can go to the domain where you ingested the results and see the list of ingested SSRS assets and Power BI Report assets.When you run the lineage harvester, Collibra Data Lineage creates all assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize the metadata. As a consequence, all manually added data of those assets is lost.Catalog Experience is enabled in Collibra Console. You have a global role with the Catalog global permission, for example Catalog Author.The lineage harvester setup for SSRS and PBRSThe lineage harvester is a software application that is needed to collect your SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) metadata and send it to the Collibra Data Lineage server, where the metadata is processed and new assets and relations are created. Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.For more information about the lineage harvester, read the Collibra Data Lineage section.We highly recommend that you always install and use the newest lineage harvester. You can download the harvester via the Downloads section of the Collibra Product Resource Center.Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:Prepare a domain for SSRS and PBRS ingestionYou can create a new domain for your SSRS and Power BI Report assets and use the domain ID in the lineage harvester configuration file. As a result, Collibra uses this domain to ingest all SSRS and Power BI assets during the integration process.PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain.Click Create.Open your domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.        Paste the domain ID in the lineage harvester configuration file. When you run the lineage harvester, Collibra Data Lineage creates all SSRS and Power BI assets in the same Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Catalog BI domain when you synchronize SSRS or PBRS. As a consequence, all manually added data of those assets is lost.Prepare the lineage harvester configuration file for SSRS and PBRS integrationYou have to prepare a configuration file before you run the lineage harvester. The lineage harvester collects your SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) metadata and sends it to Collibra Data Intelligence Cloud, where it is processed and analyzed. Collibra then imports the SSRS and PBRS assets and relations to Data Catalog.We highly recommend to use the configuration file generator to make sure your configuration file is valid.Prerequisites        You have access to the lineage harvester in the Downloads section of the Collibra Product Resource Center.You have Collibra Data Intelligence Cloud 2021.09 or newer.You have downloaded the newest version of the lineage harvester and you have the necessary system requirements to run it.You have prepared a SSRS and PBRS <source ID> configuration file, if necessary.In SSRS, you have a user that has the Content Manager role at the root folder level.In PBRS, you have a user that has the Content Manager role at the root folder level.You have a global role that has the Manage all resources global permission.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.Open the lineage-harvester.conf file and enter the values for each property. PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra Data Intelligence Cloud environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.useCollibraSystemNameIndicates whether or no you intend to use a SSRS and PBRS <source ID> configuration file, to specify the system or server name of a data source. This is useful when you have multiple databases with the same name.By default, this property is set to false.If you set this property to true, you must prepare a SSRS and PBRS <source ID> configuration file.useSharedDbModelOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section contains all SSRS connection properties.collibraSystemNameThe system or server that you use when you ingest SQL Server Reporting Services.If you only want to ingest one SQL Server Reporting Services source, this property is optional. If you want to ingest multiple SQL Server Reporting Services sources, you have to leave this property empty and create a SQL Server Reporting Services <source ID> configuration file.If the useCollibraSystemName is set to true, you have to include a separate configuration file separate configuration file that maps the data objects in SQL Server Reporting Services to a system > database > schema > table > column structure.idThe unique ID to identify the SSRSmetadata that was uploaded to the Collibra Data Lineage server.This value can be anything as long as it is a unique. The lineage harvester uses the ID to identify a batch of data on the Collibra Data Lineage server.In the sources section of your lineage harvester configuration file, you can only specify one id property per SQL Server Reporting Service (SSRS) or Power BI Report Server (PBRS). If you have multiple id properties for a single SSRS or PBRS, ingestion will fail. If you have multiple id properties in the configuration file, it means you intend to ingest from multiple unique SSRS or PBRS.typeThe kind of data source. In this case, the value has to be SSRS or PBIRS.There is no difference between type SSRS or PBIRS.urlThe URL to the server's web portal. By default, the URL is http://<computer-name>/reports. For example, http://1.23.45.678/PowerBIReports.usernameThe username you use to sign in to the web portal.If you use NTLM authentication, your username also contains the NTLM domain name. For example MyDomain\\username.domainIdThe unique ID of the domaindomain in Collibra Data Intelligence Cloud in which you want to ingest the SSRS assets.Finding the domain IDOpen the domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.folderFilterAn option to exclude specific folders that contain reports or KPIs from the ingestion process.You can add multiple folders by listing folder names, providing the full path to folders or by using a wildcard:Use folder names when the folder name is unique: [folder 1, folder 2]Use the full path to the folder to only ingest a specific folder: [/database1/folder1, /database2/folder2]Use a wildcard to ingest all child folders or a specific folder: [/folder1/*, /folder2/*]You can also use a combination of these methods. For example, [folder 1, /database/folder2, /folder3/*]This property must be included in your configuration file and it cannot be empty. If you want to ingest all folders, use *, for example: folderFilter:[*].For more information about connecting to a SSRS or PBRS folder, see the Microsoft documentation.Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the passwords to connect to Collibra and SSRS. Do one of the following:            Enter the passwords in the console.The passwords are encrypted and stored in /config/pwd.conf.Provide the passwords via command line.The passwords are stored locally and not in your lineage harvester folder.Example { general: {  catalog: {   url: https://<organization>.collibra.com,   username: <your-collibra-username>  },  useCollibraSystemName: false,  useSharedDbModel: true }, sources: {  collibraSystemName: ,  id: <unique-id>,  type: SSRS,  url: http://<IP address or computer name>/Reports,  username: <server-api-user-name>,  domainId: <domain-resource-id>,  folderFilter: [/Folder1/*, Folder2] } }There is no difference between type SSRS or PBIRS.What's next?The lineage harvester triggers Collibra to import SSRS and PBRS assets and their relations and create a technical lineage for SSRS assets.Collibra also stitches the new SSRS assets to existing assets in Data Catalog.We can only access stitching and lineage information for SSRS assets, but not for Power BI reports in SSRS and PBRS.If issues occur during the ingestion process, check the Collibra Data Lineage troubleshooting section to solve your problems.To synchronize the SSRS and PBRS metadata, you can run the lineage harvester again or schedule jobs to run them automatically.You can check the progress of the ingestion in Activities. The results field indicates how many relations were imported into Data Catalog.Prepare a SSRS and PBRS <source ID> configuration file The lineage harvester uses the lineage harvester configuration file to collect the SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) data objects and sends them to the Collibra Data Lineage server. However, if the useCollibrasystemName in the lineage harvester configuration file is set to true, you also have to provide a specific <source ID> configuration file that defines the system name of databases in SSRS and Power BI Report Server. This is necessary to enable the Collibra Data Lineage server to process multiple databases with the same name.The <source ID> configuration file can also be used to provide additional information about databases in SSRS and Power BI Report Server, which is necessary if the databases do not contain all information to process the SQL source code correctly.Prerequisites       The useCollibraSystemName in the lineage harvester configuration file is set to true.     StepsCreate a new JSON file in the lineage harvester config folder.Give the JSON file the same name as the value of the Id property in the lineage harvester configuration file.      The value of the Id property in the lineage harvester configuration file is ssrs-source-1. As a result, the name of your JSON file should be ssrs-source-1.conf.Your JSON file must have the file extension .conf.For each database in SQL Server Reporting Services and Power BI Report Server, add the following content to the JSON file: PropertyDescriptionRequired?DataSourcesThis section contains all connections for which you want to create a technical lineage.The DataSources section refers to shared data sources in SSRS and PBRS. For more information about shared data sources, see the Microsoft documentation.Yes<data source type>The name of a connection object in SSRS and PBRS.YesdbnameThe name of the database of a supported data source in SSRS and PBRS.NoschemaThe name of the default schema of a supported data source in SSRS and PBRS.NodialectThe dialect of the supported data source in SSRS and PBRS.NocollibraSystemNameThe system or server name of the database.YesCustomDataSourcesYou can use custom data processing extensions that are used to support embedded data sources of which the data source definition is specified locally in a report or embedded data set.The CustomDataSources section refers to embedded data sources in SSRS and PBRS. For more information about embedded data sources, see the Microsoft documentation.No<path to report>/<custom data source name>The full path to the report and the custom data source name.You can use wildcards to match multiple folders, reports or data sets. The connection information is this section is used to add missing information or to overwrite parsed information.NodbnameThe name of the database of a custom data source in SSRS and PBRS..NoschemaThe name of the schema of a custom data source in power. If you don't provide the schema name, the default schema is used.NodialectThe dialect of the custom data source in SSRS and PBRS..You can enter one of the following values:azure, for an Azure SQL Server data source.bigquery, for a Google BigQuery data source.db2, for an IBM DB2 data source.hana, for a SAP Hana data source.hive, for a HiveQL data source.greenplum, for a Greenplum data source.mssql, for a Microsoft SQL Server data source.mysql, for a MySQL data source.netezza, for a Netezza data source.oracle, for an Oracle data source.postgres, for a PostgreSQL data source.redshift, for an Amazon Redshift data source.snowflake, for a Snowflake data source.spark, for a Spark SQL data source.sybase, for a Sybase data source.teradata, for a Teradata data source.No. { DataSources: { Redshift: { dbname: redshift-database-name, schema: redshift-schema-name, dialect: redshift, collibraSystemName: redshift-system-name }, Oracle: { dbname: oracle-database-name, schema: oracle-schema-name, dialect: oracle, collibraSystemName: oracle-system-name } }, CustomDataSources: /path to report/custom data souce name: { dbname: mssql-database-name, dialect: mssql } } } Save the <source ID> configuration file.Schedule SSRS and PBRS ingestion jobs You can use Task Scheduler on Windows or Crontab on Mac and Linux to enable the lineage harvester to run scheduled jobs. In a scheduled job, the lineage harvester uploads the SQL Server Reporting Services (SSRS) and Power BI Report Server (PBRS) metadata to Collibra.Collibra automatically creates new assets and relations at specific times, dates or intervals, using the information in the lineage harvester configuration file. You created a lineage harvester configuration file with connection information to your SSRS or PBRS environment. You schedule the lineage harvester job to run each Sunday at 23:00. As a result, your SSRS and PBRS metadata is automatically refreshed on a weekly basis.When you run the lineage harvester, Collibra Data Lineage creates all SSRS and Power BI assets in the same Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Catalog BI domain when you synchronize SSRS or PBRS. As a consequence, all manually added data of those assets is lost.Relations that were manually created between SSRS and Power BI Report assets and other assets via a relation type in the operating model, are deleted after a refresh of the metadata.
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	 Working with LookerLooker is a business intelligence software that helps people see and understand their data.For more information about Looker, see the Looker documentation.When you ingest Looker metadata, you automatically create a technical lineage for Looker.Looker terminology Looker operating model Looker asset and domain types Overview Looker integration steps Authentication Prepare a domain for Looker ingestion The lineage harvester setup for Looker Schedule Looker ingestion jobs Looker business logic Technical lineage for Looker Troubleshooting Looker terminology Before you ingest Looker, read more about the Looker terminology and how it maps with the Collibra Data Intelligence Cloud asset types.For more information, see the Looker documentation.Looker termDescriptionAsset type in CollibraDashboardA collection of Looker tiles with metrics from one or more Looker Looks.Looker DashboardExploreA collection of data that is used to define Looker Dimensions and Measures.Looker Data SetDimensions, MeasuresAn atomic unit of data that is used in a Looker Look or Looker Tile. It represents a column in a Looker Data Set.Looker Data Set ColumnFolder or SpaceA container that stores Looker Looks, Dashboards and other folders.Looker FolderLookA detailed view of a Looker Data Set, with visualizations of findings and insights.Looker LookDimensions, MeasuresAn atomic unit of data that is used in a Looker Look or Looker Tile. It represents the actual use a Looker Data Set Column.Looker Report AttributeQueryA query that creates a simple report in a Looker Tile or Looker Look.Looker QueryLooker instanceA platform to create Looker Dashboards and rich visualizations.Looker TenantTile or Dashboard elementAn element that represents data on the Looker Dashboard.Looker TileLooker operating modelThe Looker scanner collects Looker metadata and sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates new Looker assets and relations in Data Catalog. You can see them on the asset page overview or visualize them in a diagram or in a technical lineage.The assets have the same names as their counterparts in Looker. Full names and Display names cannot be changed in Data Catalog.Asset types are only created if you have all specific Looker and Data Catalog permissions.All Looker asset types are created in the same domain.Relations that were manually created between Looker assets and other assets via a relation type in the Looker operating model are deleted after a refresh of the Looker metadata.Looker metadata overviewThe following image shows the relations between Looker asset types.Harvested metadata per asset typeThe following table shows the harvested Looker metadata for each Looker asset type.Asset typeHarvested Looker metadata in Data CatalogLooker Dashboard                Full name                              Display name                              DescriptionURLVisit countFavorites countDocument creation dateDocument last accessed dateBusiness Dimension groups / is grouped into ReportReport uses / is used in ReportReport groups / is grouped into Report.Report related to / impacted by Business AssetLooker Data Set                Full name                              Display name                              DescriptionTechnology Asset source system for / source system Data AssetData Set contains / is part of Data ElementLooker Data Set Column                Full name                              Display name                              DescriptionData Set contains / is part of Data ElementReport Attribute sourced from / is source of Data AttributeLooker Folder                Full name                              Display name              Document creation dateServer hosts / is hosted in Business DimensionBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportLooker Look                Full name                              Display name                              DescriptionURLVisits countFavorites countDocument creation dateDocument modification dateDocument last accessed dateBusiness Dimension groups / is grouped into ReportReport uses / is used in ReportReport groups / is grouped into ReportLooker Report Attribute                Full name                              Display name              Report Attribute contained in / contains ReportReport Attribute sourced from / is source of Data AttributeLooker Query                Full name                              Display nameURLBusiness Dimension groups / is grouped into ReportReport uses / is used in ReportReport Attribute contained in / contains ReportLooker Tenant                Full name                              Display name                              DescriptionServer hosts / is hosted in Business DimensionTechnology Asset source system for / source system Data AssetLooker Tile                Full name                              Display name              Business Dimension groups / is grouped into ReportReport uses / is used in ReportThe metadata that is shown on the assets' pages depends on the asset type's assignment. As a result, you might not see all harvested metadata on the asset's page by default.Example of ingested Looker metadataThe following image shows an example structure after Looker ingestion.Looker asset and domain typesThe Looker integration in Collibra Data Intelligence Cloud uses a specific subset of asset types and domain types. All of these come out of the box with your software.The following table contains the asset and domain types that are used for the Looker integration. Above each asset type you can see the parent asset types in the breadcrumbs.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder Looker FolderA container that stores Looker Looks, Dashboards and other folders.BI CatalogBusiness Asset Report BI Report Looker DashboardA collection of Looker tiles with metrics from one or more Looker Looks.BI CatalogBusiness Asset Report BI Report Looker LookA detailed view of a Looker Data Set, with visualizations of findings and insights.BI CatalogBusiness Asset Report BI Report Looker QueryA query that creates a simple report in a Looker Tile or Looker Look.BI CatalogBusiness Asset Report BI Report Looker TileAn element that represents data on the Looker Dashboard.BI CatalogData Asset Data Element Data Attribute BI Data Attribute Looker Data Set ColumnAn atomic unit of data that is used in a Looker Look or Looker Tile. It represents a column in a Looker Data Set.BI CatalogData Asset Data Element Report Attribute BI Report Attribute Looker Report AttributeAn atomic unit of data that is used in a Looker Look or Looker Tile. It represents the actual use a Looker Data Set Column.BI CatalogData Asset Data Set BI Data Set Looker Data SetA collection of data that is used to define Looker Dimensions and Measures.BI CatalogTechnology Asset Server BI Server Looker TenantA platform to create Looker Dashboards and rich visualizations.BI CatalogOverview Looker integration stepsThe Looker integration enables you to harvest Looker metadata and create new Looker assets in Data Catalog. Collibra analyzes and processes the Looker metadata and presents it as specific asset types, retaining their original names.To ingest Looker metadata in Data Catalog, you need to run the lineage harvester. The Looker ingestion workflow explains the role of the lineage harvester in the Looker ingestion process.StepsThe table below shows the steps and prerequisites required to integrate Looker in Data Catalog.In the global assignment of each asset type included in the Looker operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail.StepWhat?DescriptionPrerequisites1Set up Looker authentication.Before you start the Looker integration, you have to enable Collibra to access your Looker metadata.You have a Looker subscription.2Create a new domain.Before you can ingest Looker metadata, you have to create a new domain or choose an existing domain to store the new Looker assets.You have a resource role with the following resource permissions:Domain: Add3Download and install the lineage harvester and prepare a configuration file with Looker connection properties.You use the lineage harvester to collect metadata from Looker and upload it to Collibra, where the metadata is scanned, processed and analyzed.When you download the lineage harvester, you can access the configuration file. You prepare a configuration file with Looker connection properties.You need the lineage harvester 1.3.0 or newer to ingest Looker metadata into Data CatalogYou have access to the lineage harvester 1.3.0 or newer..Your environment meets the system requirements to install and use the lineage harvester.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: add4Run the lineage harvesterYou run the lineage harvester to start the ingestion process.Collibra creates new Looker assets in Data Catalog and imports relations between these assets. It also creates a technical lineage for Looker Look assets.You can create a lineage harvester job to schedule automatic Looker ingestion and synchronization.You have Collibra Data Intelligence Cloud 2020.12 or newer.Your environment meets the system requirements to run the lineage harvester.You have added Firewall rules so that the lineage harvester can connect to Collibra Data Lineage servers with the following IP addresses:              15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)4View the Looker assets and technical lineageAfter the Looker metadata is ingested in Data Catalog, you can go to the domain where you ingested Looker and see the list of ingested Looker assets.You can go to a Looker Look asset page and click the Technical lineage lineage tab to view the technical lineage.When you run the lineage harvester, Collibra Data Lineage creates all Looker assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Looker. As a consequence, all manually added data of those assets is lost.You have a global role with the Technical lineage global permission. You have a global role with the Catalog global permission, for example Catalog Author.AuthenticationThe Looker integration process uses a Looker API. To access the Looker metadata, the Looker API uses API3 credentials for authorization and access control.PrerequisiteYou have the necessary permissions in Looker to see the Looker data.StepsCreate a user with the Admin role. Only a user with a role that has the Admin permission set can create API3 credentials. Some Looker API calls also require a role that has the Admin permission set.Create the API3 credentials.Use the API3 credentials in the configuration file.  API3 credentials are always linked to a Looker user account. As a result, calls to the API only return data that the user is allowed to see.For more information, see the Looker documentation.Prepare a domain for Looker ingestionYou can create a new domain for your Looker assets and use the domain ID in the lineage harvester configuration file. As a result, Collibra uses this domain to ingest all Looker assets during the Looker integration process.PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain.Click Create.Open your domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.        Paste the domain ID in the lineage harvester configuration file. When you run the lineage harvester, Collibra Data Lineage creates all Looker assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Looker. As a consequence, all manually added data of those assets is lost.The lineage harvester setup for LookerThe lineage harvester is a software application that is needed to collect your Looker metadata and send it to the Collibra Data Lineage server, where the metadata is processed and new Looker assets and relations are created. Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.For more information about the lineage harvester, read the Collibra Data Lineage section.If you purchased Collibra Data Lineage, you have access to the lineage harvester on the Collibra downloads page.For more information about the lineage harvester, read the Collibra Data Lineage section.You need the lineage harvester 1.3.0 or newer to ingest Looker metadata into Data Catalog      Lineage harvester system requirements You need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:Firewall rules so that the lineage harvester can connect to:Your Collibra Data Intelligence Cloud instance version 2020.12 or newer.All Collibra Data Lineage servers in your geographic location:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The lineage harvester connects to different servers based on your geographic location and cloud provider. If your location or cloud provider changes, the lineage harvester rescans all your data sources. You have to whitelist all Collibra Data Lineage servers in your geographic location. In addition, we highly recommend that you always whitelist the techlin-aws-us server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.The lineage harvester uses port 443.      Install the lineage harvester for Looker integrationBefore you can use the lineage harvester, you need to download it and install it. You can download the lineage harvester from the Collibra Community downloads page.PrerequisitesYou have purchased the Looker metadata connector and lineage feature.You have Collibra Data Intelligence Cloud 2020.12 or newer.You meet the minimum system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:the Collibra Data Lineage server with the following IP addresses: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)Collibra Data Intelligence Cloud 2020.12 or newer.StepsDownload the lineage harvester version 1.3.0 or newer.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help.What's next?You can now prepare the lineage harvester configuration file and run the lineage harvester to ingest Looker metadata into Data Catalog.Prepare the lineage harvester configuration file for LookerYou have to prepare a configuration file before you run the lineage harvester. The lineage harvester collects your Looker metadata and sends it to the Collibra Data Lineage server, where it is processed and analyzed. Collibra Data Intelligence Cloud then imports the Looker assets and relations to Data Catalog.PrerequisitesYou have Collibra Data Intelligence Cloud 2020.12 or newer.You have the lineage harvester 1.3.0 or newer.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have created a BI Data Catalog domain in which you want to ingest the Looker assets.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYou have downloaded the lineage harvester and you have the necessary system requirements to run it.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder. Open the lineage-harvester.conf file and enter the values for each property.      PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra DGC environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.useCollibraSystemNameIndication whether you want to use the system or server name of a data source to match to the System asset you created when you prepared the physical data layer. This is useful when you have multiple databases with the same name.By default, the useCollibraSystemName property is set to False. If you want to use it, set it to True.If you keep the property set to false, the lineage harvester ignores the collibraSystemName property in the rest of the configuration file.If you set the useCollibraSystemName property to true, the lineage harvester reads the value in the collibraSystemName property in all sections of the configuration file and in the Looker <source ID> configuration file.Unless you have multiple databases with the same name, we highly recommend that you keep the default value. useSharedDbModelOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section contains all Looker connection properties.collibraSystemNameThis property is deprecated for Looker integration. The lineage harvester does not take into account any value that you enter here.idThe unique ID of your Looker metadata. For example, my_looker.This value can be anything as long as it is unique and human readable. The ID identifies the batch of Looker metadata on the Collibra Data Lineage server.In the sources section of your lineage harvester configuration file, you can only specify one id property per Looker instance. If you have multiple id properties for a single Looker instance, ingestion will fail. If you have multiple id properties in the configuration file, it means you intend to ingest from multiple unique Looker instances.typeThe kind of data source. In this case, the value has to be Looker.lookerUrlThe URL to your Looker API. There are two ways to find the Looker API URL:In the API Host URL field in the Looker Admin menu. If this field is empty, you can use the default Looker API URL which you can find in the interactive API documentation.In the interactive API documentation URL. It is the part of the URL before /api-docs/.Looker 3.1 APIs are deprecated; however, the API3 credentials for authorization and access control remain valid.clientIdThe username you use to access the Looker API.domainIdThe unique ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the Looker assets.Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the password or client secret to connect to your Collibra Data Intelligence Cloud and Looker environment.The passwords are encrypted and stored in /config/pwd.conf.Example { general: { catalog: {  url: https://<organization>.collibra.com,  userName: <your-collibra-username> }, useCollibraSystemName: false, useSharedDbModel: true }, sources: [{ collibraSystemName : , id: <looker-id>, type: Looker, lookerUrl: <https://<instance-name>.api.looker.com, clientId: <looker-api-user-name>, clientSecret: <looker-api-userkey, domainId: <domain-resource-id> }] }What's next?The lineage harvester triggers Collibra to import Looker assets and their relations and create a technical lineage for Looker Look assets.Currently, Looker assets are not yet stitched to other assets in Data Catalog.If issues occur during the Looker ingestion process, check the Looker troubleshooting section to solve your problems.To refresh the Looker metadata, you can run the lineage harvester again or schedule jobs to run them automatically.You can check the progress of the Looker ingestion in Activities. The results field indicates how many relations were imported into Data Catalog.Prepare Looker <source ID> configuration fileThe lineage harvester uses the lineage harvester configuration file to collect the Looker data objects and sends them to the Collibra Data Lineage server. However, if the useCollibraSystemName in the lineage harvester configuration file is set to true, you also have to provide a specific <source ID> configuration file that defines the system name of databases in Looker.Collibra Data Lineage uses the system names to match the structure of databases in Looker to assets in Data Catalog.The name <source ID> configuration file refers to the value of the Id property in the lineage harvester configuration file.Prerequisites        The useCollibraSystemName in the lineage harvester configuration file is set to true.     StepsCreate a new JSON file in the lineage harvester config folder.Give the JSON file the same name as the value of the Id property in the lineage harvester configuration file.      The value of the Id property in the lineage harvester configuration file is looker-source-1. As a result, the name of your JSON file should be looker-source-1.conf.For each database in Looker, add the following content to the JSON file: PropertyDescriptionMandatory?ConnectionsThis section contains all Looker connections for which you want to create a technical lineage.Yes<connection name>The name of a connection object in Looker.YesdialectThe dialect of the supported data source in Looker.NoschemaThe name of the default schema of a supported data source in Looker.If the lineage harvester fails to find a specific schema, it uses the default schema.NodbnameThe name of the database of a supported data source in Looker.NocollibraSystemNameThe system or server name of a database.YesSave the <source ID> configuration file.Example of the <source ID>.conf file { Connections: { connection-object1: { dialect: mssql, schema: mssql-schema-name, dbname: mssql-database-name, collibraSystemName: mssql-system-name }, connection-object2: { dialect: oracle, schema: oracle-schema-name, dbname: oracle-database-name, collibraSystemName: oracle-system-name } } } Looker ingestion workflowYou run the lineage harvester to start the Looker ingestion workflow. When you initiate Looker ingestion, each workflow component performs the following actions:        The lineage harvester: Communicates with Looker.Harvests the Looker metadata that will be ingested into Data Catalog.Sends the Looker metadata to Collibra.Collibra Data Intelligence Cloud: Analyzes the Looker metadata.Creates new assets and relations.Imports new Looker assets and their relations in Data Catalog.Data Catalog, via the Collibra Data Lineage server:Shows new Looker assets.Shows a technical lineage tab on Looker Look asset pages.Collibra Data Lineage serversA Collibra Data Lineage server processes and analyzes the harvested metadata and uploads it to Data Catalog. Collibra Data Lineage servers never process actual data.Based on your geographical location and cloud provider, the lineage harvester sends metadata to one of the following Collibra Data Lineage servers:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)You have to whitelist all Collibra Data Lineage servers in your geographic location. For example, if your data is located in Europe, you have to whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-us Collibra Data Lineage server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.Schedule Looker ingestion jobsYou can use Task Scheduler on Windows or Crontab on Mac and Linux to make the lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads the Looker data source information to Collibra.Collibra automatically creates new assets and relations of the type Data Element targets / sources Data Element at specific times, dates or intervals, using the information in your configuration file. When you run the lineage harvester, Collibra Data Lineage creates all Looker assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize Looker. As a consequence, all manually added data of those assets is lost.Relations that were manually created between Looker assets and other assets via a relation type in the Looker operating model, are deleted after a refresh of the Looker metadata.You created a configuration file with connection information to your Looker environment. You schedule the lineage harvester job to run each Sunday at 23:00. As a result, your Looker metadata is automatically refreshed on a weekly basis.Looker business logicLooker business users usually work with Looker dashboards and Looker looks to make business decisions. Collibra's Looker connector and lineage feature, offers business users several advantages:Easily find certified Looker content.Shop for Looker Looks.Find where content is stored in Looker.Get information about a Looker Look and other Looker report details in a single location.Due to limitations of the Looker REST API, Data Catalog cannot stitch Looker assets and corresponding assets in Data Catalog. The Looker REST API does not provide transformations in Looker that are needed for stitching.Looker asset pagesDepending on the Looker asset type, the asset page shows different information ingested from Looker. You can find a specific Looker asset page using Data Catalog search or via the Data Catalog BI domain in which you ingested the Looker metadata.DetailsAn asset page contains attributes and relations to other assets. This information is synchronized from Looker. However, you can add additional characteristics, tags or comments.If you want to use a Looker Look, you can add it to the Data Basket and check it out.The following Looker Look asset shows in which Looker Folder it is stored, in which Looker Dashboard it is shown, which Looker Tiles it uses and which Looker Queries it groups. This asset has a number of attributes that give more information about the Looker Look.Business diagramsThe business diagram is a feature to show and interact with many assets and relations in an easy-to-read diagram. The business diagram helps you to quickly see to which other assets a specific asset is related. As such, the diagram can show a high-level presentation of a Looker Look. This enables you to see how the Looker Look relates to other Looker assets.The following business diagram shows the Average_age Looker Look, which is stored in the UserAverage Looker Folder, but is also grouped into the Shared Looker Folder.Report viewsThe Looker connector and lineage feature enables you to find all ingested Looker Look, Looker Dashboard, Looker Tile and Looker Query asset types in a single location.In the Reports tab page in Data Catalog you can see an overview of all Report assets and their children. Optionally, you can create a view with a filter to only show Looker assets. This is useful if you quickly want to see all reports or if you want find specific reports for example certified reports or reports that are visited the most.Technical lineage for LookerWhen you ingest Looker metadata, you automatically create a technical lineage for Looker Look assets. If you have the right permissions to view the technical lineage, you can go to a Looker Look asset page and click the Technical lineage tab, which allows you to access the technical lineage.Due to the limitations of the Looker REST API, we cannot stitch Looker assets and corresponding assets in Data Catalog. The Looker REST API does not provide transformations in Looker that are needed for stitching. As a result, the technical lineage only shows Looker metadata as it exists on the Collibra Data Lineage server and not as assets in Data Catalog.ExampleThe following technical lineage graph shows the technical lineage of Looker objects.TroubleshootingIf the connection between the lineage harvester and your Looker instance fails, you must try to sign in to Looker as an Admin user on the same machine that runs the lineage harvester. Open the interactive API documentation. If you are not able to open the API page, try one of the following:Check that you have network access to the API URL.        Check that you have the correct credentials to sign in to the interactive API documentation. If necessary, create new API3 keys and try again. If you are now able to access the interactive API documentation, use the new Client ID and Client Secret in the configuration file. Sign in to the interactive API documentation with your API3 credentials and test the API calls. If your test is successful, compare API URL in the Request URL section to the lookerUrl value in the configuration file.      There are two ways to find the Looker API URL:In the API Host URL field in the Looker Admin menu. If this field is empty, you can use the default Looker API URL which you can find in the interactive API documentation.In the interactive API documentation URL. It is the part of the URL before /api-docs/.Working with MicroStrategyMicroStrategy Intelligence Server is business intelligence software that connects to data sources to create and store layers of objects in the MicroStrategy metadata.For more information on MicroStrategy, see the MicroStrategy documentation.            You can access any local or remote PostgreSQL database. The MicroStrategy Intelligence Server has an embedded PostgreSQL repository, as its default repository. For complete information on the default, embedded repository, see the MicroStrategy repository documentation.Collibra Data Lineage automatically creates a technical lineage for MicroStrategy, but stitching is not available and the technical lineage does not show the relations to columns.MicroStrategy terminology MicroStrategy asset and domain types MicroStrategy operating model MicroStrategy integration steps The lineage harvester setup for MicroStrategy MicroStrategy terminologyThe following table shows the MicroStrategy terminology and how it maps to the Collibra Data Intelligence Cloud asset types.MicroStrategy termDescriptionAsset type in CollibraAttributeA detailed view of a MicroStrategy visualization, with findings and insights.MicroStrategy Report AttributeColumnA column in a MicroStrategy data model.MicroStrategy ColumnDatasetA collection of data that is used to create MicroStrategy reports.MicroStrategy Data ModelDossierA collection of MicroStrategy chapters and pages.MicroStrategy DossierFolderA collection of MicroStrategy reports and data models.MicroStrategy FolderProjectA collection of MicroStrategy visualizations, report attributes and tables.MicroStrategy ProjectReportA detailed view of a MicroStrategy data model, with visualizations of findings and insights.MicroStrategy ReportServerA visual analytics platform for creating and storing MicroStrategy reports and data models.MicroStrategy ServerMicroStrategy asset and domain types The MicroStrategy integration in Collibra Data Intelligence Cloud uses a specific subset of asset types and domain types.The following table shows the asset and domain types that are used for the MicroStrategy integration. Above each asset type you can see the parent asset types in the breadcrumbs.Asset typeDescriptionDomain typeBusiness Asset Business Dimension BI Folder MicroStrategy FolderA collection of MicroStrategy reports and data models.BI CatalogBusiness Asset Business Dimension BI Folder MicroStrategy ProjectA collection of MicroStrategy visualizations, report attributes and tables.BI CatalogBusiness Asset Report BI Report MicroStrategy DossierA collection of MicroStrategy chapters and pages.BI CatalogBusiness Asset Report BI Report MicroStrategy ReportA detailed view of a MicroStrategy data model, with visualizations of findings and insights.BI CatalogData Asset Data Element Data Attribute BI Data Attribute MicroStrategy ColumnA column in a MicroStrategy data model.BI CatalogData Asset Data Element Report Attribute BI Report Attribute MicroStrategy Report AttributeA detailed view of a MicroStrategy visualization, with findings and insights.BI CatalogData Asset Data Structure Data Model BI Data Model MicroStrategy Data ModelA collection of data that is used to create MicroStrategy reports.BI CatalogTechnology Asset Server BI Server MicroStrategy ServerA visual analytics platform for creating and storing MicroStrategy reports and data models.BI CatalogMicroStrategy operating modelThe harvester collects MicroStrategy metadata and sends it to the Collibra Data Lineage server. Collibra processes the metadata and creates new MicroStrategy assets and relations in Data Catalog. You can see them on the asset page overview or visualize them in a diagram or in a technical lineage.The assets have the same names as their counterparts in MicroStrategy. You cannot edit Full names and Names in Data Catalog.Asset types are only created if you have all specific MicroStrategy and Data Catalog permissions.All MicroStrategy assets are created in the same domain.Relations that were manually created between MicroStrategy assets and other assets via a relation type in the MicroStrategy operating model, are deleted after synchronizing the MicroStrategy metadata.MicroStrategy metadata overviewThe following image shows the relations between MicroStrategy asset types.Harvested metadata per asset typeThis table shows the harvested MicroStrategy metadata for assets of each MicroStrategy asset type, assuming you have the necessary subscriptions and configurations for a full ingestion.Asset typeHarvested MicroStrategy metadata in Data CatalogMicroStrategy ColumnDescriptionBI Data Model contains / is part of BI Data AttributeReport Attribute sourced from / is source of Data AttributeMicroStrategy Data ModelDescriptionCertified (not available yet)BI Data Model contains / is part of BI Data AttributeMicroStrategy DossierDescriptionCertified (not available yet)Report groups / is grouped into ReportReport Attribute contained in / contains ReportBusiness Dimension groups / is grouped into ReportMicroStrategy FolderDescriptionBI Folder assembles / is assembled in BI FolderBusiness Dimension groups / is grouped into ReportBI Folder contains / contained in Data AssetMicroStrategy ProjectDescriptionDocument creation dateDocument modification dateBI Folder assembles / is assembled in BI FolderServer hosts / is hosted in Business DimensionMicroStrategy ReportDescriptionCertified (not available yet)Report groups / is grouped into ReportReport Attribute contained in / contains ReportBusiness Dimension groups / is grouped into ReportMicroStrategy Report AttributeDescriptionRole in Report (not available yet)Report Attribute contained in / contains ReportReport Attribute sourced from / is source of Data AttributeMicroStrategy ServerDescriptionServer hosts / is hosted in Business DimensionMicroStrategy integration stepsThe MicroStrategy integration in Collibra Data Intelligence Cloud enables you to harvest MicroStrategy Intelligence Server metadata and create new MicroStrategy assets in Data Catalog. Collibra analyzes and processes the BI metadata and presents it as assets of specific types, retaining their original names.If you have a MicroStrategy on-premises environment, you can install the lineage harvester on a server that has access to the MicroStrategy server or on the MicroStrategy server itself. If you use MicroStrategy cloud, you have to install the lineage harvester where it can access the local or remote PostgreSQL repository. If you need to connect to the local PostgreSQL repository, you have to install the lineage harvester on the MicroStrategy server.Roles, privileges and permissions in MicroStrategyTo ingest MicroStrategy metadata in Data Catalog, the lineage harvester connects to the MicroStrategy Intelligence Server or a remote PostgreSQL database, depending on where you install the lineage harvester. You must have a role with user access to the relevant server and be able to access the metadata that is stored there.StepsThe table below shows the steps and prerequisites required to ingest MicroStrategy assets in Data Catalog.In the global assignment of each asset type included in the MicroStrategy operating model, ensure that none of the characteristics that are in the operating model have a maximum cardinality of “0”. If the maximum cardinality is set to “0” for any such characteristics, ingestion will fail.StepWhat?DescriptionPrerequisites1Create a new domain.Before you can ingest MicroStrategy metadata, you have to create a new domain or choose an existing domain to store the new MicroStrategy assets.You have a resource role with the following resource permissions:Domain: Add2Download and install the lineage harvester.You use the lineage harvester to collect metadata from MicroStrategy and upload it to the Collibra Data Lineage server where the metadata is scanned, processed and analyzed.You can download the lineage harvester from the Downloads section of the Collibra Product Resource Center.Where you choose to install the lineage harvester depends on the database that the lineage harvester will access to harvest the metadata. You can install it either:        On the MicroStrategy server, to access the local PostgreSQL database.              Close to your data source, to access a remote PostgreSQL database. You have access to the lineage harvester. We highly recommend that you always install and use the newest lineage harvester.Your environment meets the system requirements to install and use the lineage harvester.You have added firewall rules so that the lineage harvester can connect to the Collibra Data Lineage servers with the following IP addresses:15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)3Prepare the lineage harvester configuration file and run the lineage harvester.You create a configuration file to provide the connection information that you need to connect your MicroStrategy server and remote data source to the Collibra Data Lineage server and to the Collibra Data Intelligence Cloud domain in which you want to ingest the MicroStrategy assets.You can access an empty configuration file in the lineage harvester installation folder. When you have created and saved the configuration file, you can run the lineage harvester to upload the MicroStrategy metadata to Collibra. { general: {  catalog: {   url: https://<organization>.collibra.com,   userName: <your-collibra-username> },  useSharedDbModel: true,  useCollibraSystemName: false }, sources: {  type: Microstrategy,  id: microstrategy-batch,  collibraSystemName: system-name,  domainId: <domain-resource-id>,  username: mstr,  hostname: remote.postgres.com,  port: 5432,  databaseName: poc_metadata } }You have Collibra Data Intelligence Cloud 2021.07 or newer.You have a dedicated domain to ingest the MicroStrategy assets. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a resource role with the following resource permissions:Asset: AddAttribute: AddAttachment: AddYour environment meets the system requirements to run the lineage harvester.4View the MicroStrategy ingestion results.After the MicroStrategy metadata is ingested in Data Catalog, you can go to the domain where you ingested MicroStrategy and see the list of ingested MicroStrategy assets.When you run the lineage harvester, Collibra Data Lineage creates all MicroStrategy assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize MicroStrategy. As a consequence, all manually added data of those assets is lost.You have Collibra Data Intelligence Cloud 2021.07 or newer.Catalog Experience is enabled in Collibra Console. You have a global role with the Catalog global permission, for example Catalog Author.The lineage harvester setup for MicroStrategyThe lineage harvester is a software application that is needed to collect your MicroStrategy metadata and send it to the Collibra Data Lineage server, where the metadata is processed and new MicroStrategy assets and relations are created. Collibra Data Intelligence Cloud then import those assets and relations into Data Catalog.We highly recommend that you always install and use the newest lineage harvester. You can download the harvester via the Downloads section of the Collibra Product Resource Center.Lineage harvester system requirementsYou need to meet the system requirements to be able to install and run the lineage harvester.Software requirementsYou need the following software requirements to install and run the lineage harvester.Minimum software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer. Recommended software requirementsJava Runtime Environment version 11 or newer or OpenJDK 11 or newer.Hardware requirementsYou need to meet the hardware requirements to install and run the lineage harvester.Minimum hardware requirementsYou need the following minimum hardware requirements:2 GB RAM1 GB free disk spaceRecommended hardware requirementsThe minimum requirements are most likely insufficient for production environments. We recommend the following hardware requirements:4 GB RAM4 GB RAM is sufficient in most cases, but more memory could be needed for larger harvesting tasks. For instructions on how to increase the maximum heap size, see Technical lineage general troubleshooting.20 GB free disk spaceNetwork requirementsYou need the following minimum network requirements:Collibra Data Lineage serversCollibra Data Lineage servers process and analyze the harvested metadata from supported (meta)data sources and upload it to Data Catalog. Collibra Data Lineage servers never process or store actual data, only metadata.When you run the lineage harvester, it firsts connects to any available Collibra Data Lineage server to determine your cloud provider and geographic location of your Collibra Data Intelligence Cloud environment. Then, the lineage harvester sends the harvested metadata to the Collibra Data Lineage sever with the same cloud provider and geographic location.Currently, your metadata can be processed on one of the following Collibra Data Lineage servers:ServerIP addressDNS nametechlin-aws-ca15.222.200.199techlin-aws-ca.collibra.comtechlin-aws-eu18.198.89.106techlin-aws-eu.collibra.comtechlin-aws-us54.242.194.190techlin-aws-us.collibra.comtechlin-azure-eu51.105.241.132techlin-azure-eu.collibra.comtechlin-azure-us20.102.44.39techlin-azure-us.collibra.comtechlin-gcp-au35.197.182.41techlin-gcp-au.collibra.comtechlin-gcp-ca34.152.20.240techlin-gcp-ca.collibra.comtechlin-gcp-eu35.205.146.124techlin-gcp-eu.collibra.comtechlin-gcp-sg34.87.122.60techlin-gcp-sg.collibra.comtechlin-gcp-uk35.234.130.150techlin-gcp-uk.collibra.comtechlin-gcp-us34.73.33.120techlin-gcp-us.collibra.comYou have to whitelist all Collibra Data Lineage servers in your geographic location. For example, if your data is located in Europe, you have to whitelist the following Collibra Data Lineage servers: techlin-aws-eu and techlin-gcp-eu. In addition, we highly recommend that you always whitelist the techlin-aws-us Collibra Data Lineage server as a backup, in case the lineage harvester cannot connect to other Collibra Data Lineage servers.Prepare a domain for MicroStrategy ingestionYou can create a new domain for your MicroStrategy assets and use the domain ID in the lineage harvester configuration file. As a result, Collibra uses this domain to ingest all MicroStrategy assets during the MicroStrategy integration process.PrerequisitesYou have a resource role with the Domain > Add resource permission.StepsIn the main menu, click the Create () button.The Create dialog box appears.Click the Organization tab.Click a domain type from the list.If you clicked the wrong domain type here, you can change it in the Type field in the next screen.The Create Domain dialog box appears.Enter the required information.FieldDescriptionTypeThe domain type of the domain you are creating. In this case, you need to select BI Catalog.CommunityThe community under which the domain will be located.NameThe name of the new domain.Click Create.Open your domain.Copy the domain ID. If you go to your domain, you can find the domain ID in the URL. The URL looks like: https://<yourcollibrainstance>/domain/22258f64-40b6-4b16-9c08-c95f8ec0da26?view=00000000-0000-0000-0000-000000040001. In this example, the domain ID is in bold.        Paste the domain ID in the lineage harvester configuration file. When you run the lineage harvester, Collibra Data Lineage creates all MicroStrategy assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize MicroStrategy. As a consequence, all manually added data of those assets is lost.Install the lineage harvesterBefore you can use the lineage harvester, you have to download it and install it.We highly recommend that you always install and use the newest lineage harvester.Where you choose to install the lineage harvester depends on the database that the lineage harvester will access to harvest the metadata. You can install it either:        On the MicroStrategy server, to access the local PostgreSQL database.              Close to your data source, to access a remote PostgreSQL database. If you have a MicroStrategy on-premises environment, you can install the lineage harvester on a server that has access to the MicroStrategy server or on the MicroStrategy server itself. If you use MicroStrategy cloud, you have to install the lineage harvester where it can access the local or remote PostgreSQL repository. If you need to connect to the local PostgreSQL repository, you have to install the lineage harvester on the MicroStrategy server.Install the lineage harvester on the MicroStrategy server            For local database access, only PostgreSQL databases are supported. The MicroStrategy Intelligence Server has an embedded PostgreSQL repository, as its default repository. For complete information, see the MicroStrategy repository documentation.PrerequisitesYou have Collibra Data Intelligence Cloud 2021.07 or newer.You have MicroStrategy 2021 or newer.You meet the minimum lineage harvester system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.StepsDownload the lineage harvester.Sign in to the MicroStrategy web portal.Click Remote Desktop Gateway.Sign in to Apache Guacamole.Click Platform Instance VNC.Copy the lineage harvester ZIP file to the Platform Instance VNC home directory.      Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help. Install the lineage harvester close to your data sourceTo access a remote PostgreSQL database, install the lineage harvester close to the data source.PrerequisitesYou have Collibra Data Intelligence Cloud 2021.07 or newer.You have MicroStrategy 2021 or newer.You meet the minimum lineage harvester system requirements.Java Runtime Environment version 11 or newer or OpenJDK 11 or newer.You have added Firewall rules so that the lineage harvester can connect to:All Collibra Data Lineage servers within your geographical location: 15.222.200.199 (techlin-aws-ca)18.198.89.106 (techlin-aws-eu)54.242.194.190 (techlin-aws-us)51.105.241.132 (techlin-azure-eu)20.102.44.39 (techlin-azure-us)35.197.182.41 (techlin-gcp-au)34.152.20.240 (techlin-gcp-ca)35.205.146.124 (techlin-gcp-eu)34.87.122.60 (techlin-gcp-sg)35.234.130.150 (techlin-gcp-uk)34.73.33.120 (techlin-gcp-us)The host names of all databases in the lineage harvester configuration file.StepsDownload the lineage harvester.Unzip the archive.    You can now access the lineage harvester folder.Run the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder.The lineage harvester is installed automatically. You can check the installation by running ./bin/lineage-harvester --help. Prepare the lineage harvester configuration file for MicroStrategyYou have to prepare a configuration file before you run the lineage harvester. The lineage harvester collects your MicroStrategy metadata and sends it to the Collibra Data Lineage server, where it is processed and analyzed. Collibra Data Intelligence Cloud then imports the MicroStrategy assets and relations to Data Catalog.PrerequisitesYou have the newest lineage harvester.You have a global role that has the Manage all resources global permission. You have a global role with the Catalog global permission, for example Catalog Author.You have a global role with the Technical lineage global permission.You have a global role with the Data Stewardship Manager global permission.You have a global role with the Data Stewardship Manager global permission.You have created a BI Catalog domain in which you want to ingest the MicroStrategy assets.You have a resource role with the following resource permission on the community level in which you created the BI Data Catalog domain:    Asset: addAttribute: addDomain: addAttachment: addYou have downloaded the lineage harvester and you have the necessary system requirements to run it.StepsRun the following command line to start the lineage harvester:    Windows: .\bin\lineage-harvester.batFor other operating systems: chmod +x bin/lineage-harvester and then bin/lineage-harvesterAn empty configuration file is created in the config folder. Open the lineage-harvester.conf file and enter the values for each property.      PropertiesDescriptiongeneralThis section describes the connection information between the lineage harvester and Data Catalog.catalogThis section contains information that is necessary to connect to Data Catalog.urlThe URL of your Collibra Data Intelligence Cloud environment.You can only enter the public URL of your Collibra DGC environment. Other URLs will not be accepted.usernameThe username that you use to sign in to Collibra.useSharedDbModelOptional property to enable the sharing of metadata batches from multiple SQL data sources. Set this property to true, to help avoid potential analysis errors on the Collibra Data Lineage server.To use this property, you need lineage harvester 2022.07 or newer.If you set this property to true, you have to run the lineage harvester twice. Read the following details about the issue and solution.See details about the issue and solutionNormally, when you run the lineage harvester to harvest metadata from two or more data sources, the metadata from each source is processed independently. This means that the metadata from one data source cannot access the metadata of another.Let’s say, for example, you specify the following two SQL data sources in your lineage harvester configuration file:                    A database source that retrieves the database model.                                     An SqlDirectory source with Data Manipulation Language (DML) statements that reference data in the database source.                  Because these data sources are processed independently, there is a good chance that the DML statements will fail during analysis. Any wildcards in the DML statements, for example, would fail because the SqlDirectory source can’t access the referenced database source.The solutionThe shared database model allows for computed results from a “main” batch. Although multiple data sources are still processed independently, the metadata from each data source is merged into a main batch. Then, before analyzing the next batch, a check is done to see if a preceding main batch exists. If one does, the analyzer retrieves the database model and the DML statements successfully pass analysis.This means, however, that you have to run the lineage harvester twice. On the first run, the harvested metadata is merged in a main batch. Then, when you run the lineage harvester again, using the full-sync command, the subsequent batches are able to successfully reference the metadata in the main batch.In a future version of Collibra, this property will be enabled by default and you won't need to run the lineage harvester twice.sourcesThis section contains all MicroStrategy connection properties.typeThe kind of data source. In this case, the value has to be MicroStrategy.collibraSystemNameThis property is deprecated for MicroStrategy integration. The lineage harvester does not take into account any value that you enter here.idThe unique ID of your MicroStrategy metadata. For example, my_microstrategy.In the sources section of your lineage harvester configuration file, you can only specify one id property per MicroStrategy Intelligence Server. If you have multiple id properties for a single MicroStrategy Intelligence Server, ingestion will fail. If you have multiple id properties in the configuration file, it means you intend to ingest from multiple unique MicroStrategy Intelligence Servers.This value can be anything as long as it is unique and human readable. The ID identifies the batch of MicroStrategy metadata on the Collibra Data Lineage server.domainIdThe unique reference ID of the domain in Collibra Data Intelligence Cloud in which you want to ingest the MicroStrategy assets.usernameThe username that you use to sign in to MicroStrategy.hostnameThe endpoint that you use to access the PostgreSQL repository or remote data source, depending on where you installed the lineage harvester. For example remote.postgres.com.portThe port number.databaseNameOptionally, the name of your database. For example poc_metadata.Save the configuration file. Start the lineage harvester again in the console and run the following command: for Windows: .\bin\lineage-harvester.bat full-syncfor other operating systems: ./bin/lineage-harvester full-syncWhen prompted, enter the password or client secret to connect to your Collibra Data Intelligence Cloud and MicroStrategy environment.The passwords are encrypted and stored in /config/pwd.confExampleThe following example shows a configuration file for MicroStrategy. { general: {  catalog: {   url: https://<organization>.collibra.com,   userName: <your-collibra-username> },  useSharedDbModel: true,  useCollibraSystemName: false }, sources: {  type: Microstrategy,  id: microstrategy-batch,  collibraSystemName: system-name,  domainId: <domain-resource-id>,  username: mstr,  hostname: remote.postgres.com,  port: 5432,  databaseName: poc_metadata } }Schedule MicroStrategy ingestion jobsYou can use Task Scheduler on Windows or Crontab on Mac and Linux to make the lineage harvester run scheduled jobs. In a scheduled job, the lineage harvester uploads the MicroStrategy data source information to Collibra.Collibra automatically creates new assets and relations between the MicroStrategy assets at specific times, dates or intervals, using the information in your configuration file.You created a configuration file with connection information to your MicroStrategy environment. You schedule the lineage harvester job to run each Sunday at 23:00. As a result, your MicroStrategy metadata is automatically refreshed on a weekly basis.When you run the lineage harvester, Collibra Data Lineage creates all MicroStrategy assets in the same Data Catalog BI domain. We highly recommend that you do not move these assets to another domain. If you move assets to another domain, they will be deleted and recreated in the initial Data Catalog BI domain when you synchronize MicroStrategy. As a consequence, all manually added data of those assets is lost.Relations that were manually created between MicroStrategy assets and other assets via a relation type in the MicroStrategy operating model, are deleted after a refresh of the MicroStrategy metadata.
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